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ABSTRACT

RESPONSE OF CONVECTIVE COLD POOLS AND PRECIPITATION TO OMBES IN

SOIL MOISTURE

In Part 1 of this dissertation, we examine the role ofreoikture in modulating
convective cold pool properties. This investigation is performed weéthildealized modeling
framework featuring a cloud-resolving model coupled to an interaetndedurface model. Five
high-resolution simulations of tropical continental convection are conductedich the initial
soil moisture is varied. The hundreds of cold pools forming withth eamulation are identified
and composited across space and time using an objective cold pool ideotifaigorithm.
Several important findings emerge from this analysis. Loweaalsibil moisture results in
greater daytime heating of the surface, which produces a deepesutircloud layer. As a
result, latent cooling through the evaporation of precipitation isreeigia and cold pools are
stronger and deeper. Increased gust front propagation speed, combinedlaitiain shafts,
results in wider cold pools. Finally, the Owater vapor rings@uiraund each cold pool under
wet-soil conditions disappear under dry-soil conditions, due to the suppressioriaaie latent
heat fluxes. Instead, when soils are dry, short-lived Opuddlesaoted water vapor permeate
the interiors of the cold pools. The results are nonlinear intiegiroperties of the cold pools in
the two driest-soil simulations depart substantially from the cold groplerties in the three
simulations initialized with wetter soil. The dividing line beem the resulting wet-soil and dry-

soil regimes is the permanent wilting point (PWP), below whighspiration is subdued. Land



surface-boundary layer-cloud interactions are found overall to play ke governing the
properties of cold pools.

During Part 1 of this dissertation, we identify a novel Ointeiaiesoil moisture
disadvantageO regime in which soils whose initial liquid water ccsiigintly exceeds the PWP
receive the least rainfall. In Part 2, we investigate theiply:iechanisms behind this result.
Four suites of ten idealized, high-resolution numerical experimentoaducted using the same
modeling system used in Part 1. Each suite uses a distinct combiabsoil type and
vegetation, and within each suite, each simulation is initckziéh a different amount of 8o
moisture. The Ointermediate soil-moisture disadvantageO fromi®eeproduced. This result is
found to stem from differing amounts of subcloud rain evaporation acrossrtaktions, as
well as from divergent balances between the level of free coonextd the strength of
boundary layer vertical motions. However, the result only holds for vegesatfaces; bare-soll
surfaces are instead found to exhibit a pure Owet-soil advargsa@dship. These results have
important implications for the design of future process-level stuaind large-scale model

parameterizations.
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CHAPTER 1: INTRODUCTION

1.1 Background

This dissertation focuses on two interrelated aspects of atmaspbaxiection: cold
pools and precipitation. Convective cold pools are surface-based regionallyf dense air that
originates from convective downdrafts. Convective downdrafts occur when hgrmntoading
and latent cooling due to evaporation, melting, and/or sublimation awirease the local
density of air, causing it to accelerate downwards. When the dowadregaches the ground, it
spreads laterally, forming an expanding pool of air that is delmgeiits surroundings, termed a
cold pool Cold pools are important for determining when and where convectibbenititiated,
and they also play an important role in maintaining certain typesnokctive organization,
such as squall lines (Rotunno et al., 1988).

Cold pools can suppress the formation of new convection by increasingathsuniace
static stability and providing a source of sinking motion. On the bied, they can trigger new
convection around their peripheries both by (1) providing a source of kfeldging beneath
surrounding air, termechechanical forcingJeevanjee & Romps, 2015; Torri et al., 2015); and
(2) creating rings of enhanced water vapor content that circuyagtee cold pool, thereby
reducing convective inhibition (CIN), lowering the level of free conweectLFC), and
increasing convective available potential energy (CAPE) so as Iteemaw convection to form
more easily (Tompkins, 2001). The latter mechanism is tethethodynamic forcingnd is
somewhat controversial, as currently there is minimal observasopport for the existence of
Owater vapor ringsO (also sometimes termed Omoist patchaeiStoredingsO), which have

been proposed to exist based primarily on numerical modeling studiesif@let al., 2018;



Langhans & Romps, 2015; Schlemmer & Hohenegger, 2016; de Szoeke et alT@apKins,
2001; Torri & Kuang, 2016; Zuidema et al., 2017). These two forcingsrcanniciple, be
present simultaneously and can therefore work in concert to imgateconvection.

The second focus of this dissertation is afternoon convective préoipjtee., the
rainfall that develops from convective clouds during the toilkte daytime hours. Afternoon
convective precipitation is the dominant form of precipitation anyncontinental regions (Tan
et al, 2019) and is therefore important for the hydrologic cycle and agrieuDaspite its
importance, many models experience difficulty predicting the tirmmdyamount of rain that will
fall (Baranowski et al., 2018; Dirmeyet al, 2012; Hohenegger et al., 2009). This is due, in
part, to the representation of cold pools, which by triggering new coamestt to extend the
diurnal cycle of convective rain later into the afternoon and eveniiagetRal., 2009).

An important source of uncertainty in model representations of both cataticeld
pools and continental afternoon precipitation is their interactitimtive land surface. The land
surface exchanges sensible heat, latent heat, and momentuthebtbundary layer air above,
and it also interacts with radiation (e.g., Stull, 1988). [@he surface also exchanges mass with
the air above through processes such as the lofting of dust (Tegemg&¥994) and the
infiltration of rain into the soil (Morin & Benyamini, 1977). Ofgiiaular interest to the research
described in this dissertation is soil moisture, defined aartteint of liquid water present in the
soil. The wetness or dryness of the soil surface determines hawttlreeoming solar radiation
(insolation) is partitioned into fluxes of sensible and latent Mghen the soil is dry, sensible
heat fluxes dominate, and when the soil is wet, latent heasftlominate (Stull, 1988). When
vegetation is present, there are two potential sources of keahtluxes: direct evaporation of

wate from the top of the soil, and transpiration by plants. Togethese thee referred to as



evapotranspirationBy warming the near-surface air, sensible heat fluxes hgerterate strong
vertical motions and turbulent eddies that entrain air from abovéhatooundary layer. Latent
heat fluxes help to moisten the boundary layer.
1.2 Motivation and Goals

How, then, does the land surface relate to cold pools and afternoorctbomve
precipitation? Aspects of this question have been explored in depth byyzrstidies. For
example, Grant and van den Heever (2018) show using an atmospherieddygemulation
coupled to a land surface model that two-way atmosphere-land simtia@etions result in
slightly stronger cold pool interiors and substantially weaker cold pootedgen compared to
a simulation in which these two-way interactions are abseagddand van den Heever (2017)
find that rain from cold poolsO parent convection soaks and cools the faod beneath,
resulting in negative sensible heat fluxes (i.e., fluxes ofilderiseat from the atmosphere into
the ground) that help to strengthen the cold pools. Additionally, work byt @nal van den
Heever (2014) and Drager (2016) has suggested that cold pools are strongdrysadit
conditions than under wet-soil conditions. However, these two studiesexa set of
simulations whose resolution is too coarse to fully resolve impartddtpool dissipation
processes (Grant & van den Heever, 2016). The goal of Chapter 2 @itH&gation is to revisit
the science question of how cold pools respond to changes in soil mashgeiigh-resolution
simulations that are able to resolve cold pool dissipation processes

A large body of literature exists regarding the interactions letweil moisture and
afternoon convection (Santanello et al., 2017). This body of literatuiddvasied several
different types of relationships, including a Owet-soil advantages@cim wetter soils generate

earlier clouds and/or more precipitatigfindell et al., 2011; Findell & Eltahir, 2003); a Odry-soil



advantage,O in which clouds form earlier and/or generate moigtpt®n over drier soils
(Findell & Eltahir, 2003; Taylor et al., 2012); and a non-monotonic regiittean intermediate-
soil wetness advantage (Barthlott & Kalthoff, 2011). In Chaptereddentify for the first time a
non-monotonic regime featuring an intermediate-soil wetdissslvantagevith respect to both
the timing and amount of accumulated precipitation. The goal of &hajs to explore the
physical mechanisms behind this new type of soil moisture-precipiiatenaction, as well as
its sensitivity to vegetation and soil texture.
1.3 Methods

Throughout the dissertation, the open-source Regional Atmospheric ModeltegnSys
(RAMS), which is coupled to the Land EcosystembAtmosphere Feedbamm&(LEAF-3)
soil-vegetation-atmosphere transfer scheme, is used to conduceblajlition numerical
experiments in order to address our scientific goals. Althoughfepexperiment details vary
between Chapter 2 and Chapter 3, the basic setup of the numenigiaitisins is the same. Each
simulation is initialized with a different spatially homogeneaibraoisture level and is allowed
to evolve for 14 hours from 07:00 LT to 21:00 LT. Then, various analytoss are applied, and
the differences across simulationsNand, ultimately, the physicaharésmsNare assessed.
1.4 DissertationStructure
In Chapter 2, we discuss how convective cold pools change under difi@ienoisture
conditions, and in Chapter 3, we probe the relationship between afteromoective
precipitation and soil moisture, with a focus on the intermediatersosture disadvantage with
respect to precipitation from Chapter 2. In Chapter 4, we provite soncluding remarks and

suggest avenues for future inquiry. Chapter 2 has been accepted pewidiog e the Journal



of Advances in Modeling Earth Systems, and Chapter 3 is currarphgparation for

submission to the peer-reviewed literature.



CHAPTER 2: COLD POOL RESPONSES TO CHANGES IN SOIL MOISTURE

2.1. Introduction

Convective cold pools help to modulate convective processes by suppressingiaonvec
in some locations while promoting it in other regions. Subsidencerdraheed boundary layer
static stability suppress the formation of new convection in theangeof existing cold pools
(Tompkins, 2001). Meanwhile, cold pools trigger convection mechanicalth&ipropagation
of gust fronts, which lift surrounding boundary layer air to its levéte# convectiond.g.,
Moncrieff & Liu, 1999; Torri et al., 2015)T'hrough some combination of rain evaporation,
enhanced latent heat fluxes, and advection of preexisting moisturel@sad pools may
also cause the accumulation of water vapor into OringsO near cdidymtdries (Langhans &
Romps, 2015; Schlemmer & Hohenegger, 2016; Tompkins, 2001; Torri & Kuang, 20163. The
water vapor rings have the potential to make cold pool peripheries thermudgtyafavorable
for the formation of new convection.

Several recent studies have performed detailed analyses of psogessrning the
emergence of water vapor rings in modenghans and Romps (2015) conclude that water
vapor rings are generated primarily by latent heat fluxes. Schderand Hohenegger (2016)
confirm that latent heat fluxes are more important than evapormait precipitation for providing
water vapor to the water vapor rings (their Omoist patches@ydnote that a substantial
fraction (one-third to one-half) of the water vapor comes fromtn@present in the subcloud
layer prior to cold pool onset. In agreement with Schlemmer andridgiger (2016)Torri and
Kuang (2016) suggest that latent heat fluxes are more important thgorau@n of precipitation

but that the latter cannot be neglected, particularly near thecsuiforri and Kuang (2016) and



Langhans and Romps (2015) consider only cold pools over ocean, whereas Sctdechm
Hohenegger (2016) consider cold pools both over land and over ocean.

The precise location of water vapor rings relative to cold poolsO besnilar, whethe
they are inside, outside, or co-located with cold poolsO gust fiastbeen the subject of some
debate. In previous modeling studies, these rings have generally fimsilof the gust fronts
bounding cold pools. However, observations of cold pools over tropical oceans shgygtstse
rings, if they exist at all, are co-located with or outsidéhefgust fronts (Chandra et al., 2018;
de Szoeke et al., 2017; Zuidema et al., 2017).

In addition to modifying the location of convection, cold pools influencen#ttere of
convection. Cold pools result in the formation of wider and deeper clespiscially when cold
pools collide with one another (BSing et al., 2012; Feng et al., 2015; Puld&2; Schlemmer
& Hohenegger, 2014; Wilson & Schreiber, 1986). In fact, the diurnaliti@m&om shallow to
deep convection can be suppressed in numerical models by eliminating #hespsoihat
generate cold pools (Khairoutdinov & Randall, 2006; Kurowski et al., 2018).

Despite their importance for convective initiation and organization, mobls have only
recently begun to be incorporated into climate models® convectiveepiaation schemes
(Del Genio et al., 2015; Park, 2014; Rio et al., 2013; Susdl, &049; Zhao et al., 2018)
Several aspects of cold pool science, such as microphysical camtrodéd pool development
(e.g., Dawson et al., 2010; Falk et al., 2019; Grant & van den H&8/5; van den Heever &
Cotton, 2004; Li et al., 2015; Mallinson & Lasher-Trapp, 2019; Morrison, 28i@ interactions
between cold pools and the land or ocean surfaces below (Drager &nbleeleer, 2017; Fast
et al., 2019; Gentine et al., 2016; Grant & van den Heever, 2016, 2018; etuaind2018;

Kurowski et al., 2018; Pei et al., 2018), remain active areassearch. It has also been



recognized that boundary layer properties influence cold pool propertiegeD@oundary layers
result in stronger cold pools, as do drier boundary layers (McCaulCohen, 2002). However,
interactions between the surface and boundary layer as they pertald pool development
have not been examined. This is the area to which the presentimgrioacontribute.

We investigate the hypothesis that changes in soil moisture reguttiactions between
the surface, boundary layer, and clouds that feed back onto various copqueties such as
size, strength, structure, and longevity. Soil moisture helps tomgtve Bowen ratio, the ratio
of sensible to latent heat fluxes at the surface (Bowen, 1926@gtbymining the amount of soll
water available for evaporation directly off of the soil surfaseyell as the vigor of
transpiration by vegetatioe.q.,Lee, 1992). If the evapotranspiration is limited, then in order to
achieve surface energy balance, the sensible heat flux mussecréerefore, if all else is
equal, then decreased soil moisture results in enhanced surfabéedesat fluxes and
suppressed surface latent heat fluxes and thus an increased BiwvéngaGarratt, 1992)
Surface fluxes influence cold pool longevity both directly, through thetiojeand removal of
sensible heat and moisture into the cold pool, and indirectly, by fustimgdary layer
circulations and turbulence in the near-cold pool environment that int@tadhe cold pool via
entrainment (Grant & van den Heever, 2016, 2018). The cold pool longedistraicture, in
turn, impact the likelihood and location of cold pool triggering of new cdiorec

The present work was conducted in synergy with the United States OffNaval
ResearchOs Propagation of Intra-Seasonal Tropical OscillaBB®EQN) field campaign that
took place during 2018 and 2019. The PISTON field campaign aims to improve ou
understanding of several factors, including land-atmosphere interacthat affect the

propagation of the Boreal Summer Intraseasonal Oscillation (BSHs@ugh the Maritime



Continent, with a particular emphasis on the Philippines archipe@ifjod of Naval Research,
2016). Cold pools are of particular interest given the potential taupoe of scale interactions
between individual convective cells and larger features of the atmraspineulation (Toms et
al., 2020). Furthermore, it is hypothesized that cold pools in thisrrein concert with other
processes such as mountain circulations and land/sea breezes thmputarnal cycle of
convection (e.g., Riley Dellaripa et al., 2020). The diurnal aycthis region is not represented
well in most climate model(g.,Baranowski et al., 2018; Dirmeyer et al., 2012) or regional
models (e.g., Riley Dellaripa et al., 2020). Cold pool paranzet#sns in convection-
parameterizing models can potentially improve the simulated diuwol@ in continental
environments (Rio et al., 2009). With an eventual goal of improving ffeseneterizations, and
thereby improving the representation of the diurnal cycle, the preselyt seeks to clarify
whether, and to what extent, soil moisture affects cold pool greper

This work investigates the effects of soil moisture on cold poolldevent in a set of
numerical model simulations. Five idealized simulations of trbpmatinental convection are
performed, each with a different initial soil moisture cont€aeimposites of the cold pools in
each simulation are created using a cold pool identification algqréthchstatistics are
calculated. The differences between the various simulationsO @espos then assessed in
order to elucidate the physical mechanisms. Finally, the reseltdiscussed in the context of
convective initiation.
2.2 Model Setup, Sensitivity Experiments, and Analysis Mabds
2.2.1 Model Setup and Sensitivity Experiments

In this study, we perform simulations using the open-source Regionakplraric

Modeling System (RAMS) (vandenheever.atmos.colostate.edu/vdhpage/rani€giihgn et al.,



2003), release 6.2.08. RAMS, which is a regional, non-hydrostatmsaheric model and

fully coupled to the Land-Ecosystem-Atmosphere Feedback version 3BIE8oil-vegetation-
atmosphere transfer model (Lee, 1992; Walko et al., 2000), contsaphssticated double-
moment, bin-emulating bulk microphysics scheme with eight hydrometesseslar he full
model settings are provided in Table 2.1; selected aspectsispetifese simulations are
discussed below.

The idealized simulations are performed on a non-rotatind (S ') domain with doubly
periodic lateral boundaries and no topography. The domain size is 16 &km! ~21 km,
the horizontal grid spacing is 125 m, and the vertical grid spacstgeished from 40 m to 250
m (127 vertical levels). At this resolution, it is expecteat the largest atmospheric turbulent
eddies are resolved (i.e., large-eddy simulation); the efdésimaller eddies are parameterized
using a modified form of the Smagorinsky (1963) scheme (Table 2.BdBassensitivity tests
at various resolutions, Grant and van den Heever (2016) recommend thahtabijvertical)
grid spacing of 100 m (50 m) be used in order to represent turbulengamldissipation
processes accurately. The simulations performed here approaatstiigion. The coupled
LEAF-3 model contains 11 soil levels that extend to a depth of 0.5 m fojd@rant and van
den Heever (2014). The simulations are initialized at 07:00 LT anbrdd hours, so as to
capture a single dayOs diurnal cycle of convection, with output files eaery 5 minutes.

The initial conditions are horizontally homogeneous except for pseudorahdomat
perturbations in the lowest ~500 m of the atmosphere. The iniialsgheric conditions are
based on the conditions on the island of Luzon, Philippines during boreal suhimaénitial
winds are calm, and the initial thermodynamic and moisture psddite obtained from the Laoag

site in Luzon (http://weather.uwyo.edu/upperair/sounding.html). The maefded in this study
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are adapted from the 0 UTC (~8 LT) sounding on 2 August 2010. This particatning
sounding is chosen because it corresponds to the active phase of theoB& &0zon, it is
nearly free of apparent cloud layers, it is not influenced by tropycdone activity, the winds
are weak, and convection is observed to develop later in the dayed berwes in Figure 2.
show the raw sounding data. Before the sounding data are used to énitielinodel, the
OspikeO in water vapor content at 152 hPa is removed, and themtloelghamic and water
vapor profiles are smoothed using a running mean filter with a sgahkrof The resulting
smoothed sounding is shown by the thick black curves in Figure 2.1. Althougrewsing a 0
UTC (8 LT) sounding, the model is initialized with this sounding atZ& (7 LT) in order to
allow for more model spin-up time.

The soil texture used in the LEAF-3 model is silty clay lodra,viegetation class is
wooded grassland, and the prescribed Normalized Difference Vegeladiex (NDVI) is 0.6.
These settings are selected to be roughly representative of Luzog early August based on
the RAMS global datasets of soil texture, vegetation classnamnthly NDVI.

Five sensitivity simulations, the DRENCHEB®IL, WET-SOIL, MID-SOIL, PWR
SOIL (named for the permanent wilting point, which is further dsetdisn Sectior2.2.2), and
DRY-SOIL simulations, are performed. The initial uniform soil rmais values in these
simulations are 95%, 75%, 50%, 45%, and 25% of the saturation voleis@tnmoisture (0.477
m? m' %), respectively, and the initial soil temperatures (identicall simulations) are slightly
warmer than those of the air above, following Grant and van den H@édet). The 95% value
is roughly typical of the mean conditions over Luzon in ERA5 reanalyses ri@ogpe Climate
Change Service (C3S), 2017) during the boreal summers of 2010 and 20d€emépg weak

and strong BSISO seasons, respectively, and the 45% and 50% valapgsras@mately

11



representative of the dry season (based on January through May of thgesasheThe 75%
value is representative of the driest conditions over Luzon during Isoneaher in reanalysis,
and the 25% value is indicative of drought.
2.2.2 Overview of the Simulations

Figure 22 shows domain-mean vertical profiles of various quantities, avemagedch
time period extending from 11:00 LT to 18:00 LT, for all four simolasi As is discussed later,
this time window corresponds to our cold pool analysis period. In getlfesdaresubstantial
differences between the two driest-soil simulation and the tieéer-soil simulations, which
are quite similar to each other for all of the fields compaerd. Figure®.2a,2.2b, and2.2e
indicate that the boundary layer becomes warmer, drier, and deiépeleereasing soil

moisture. The thermodynamic variable plotted in Figure 2.2a is th@ydpogential temperature

Y
%

I'., which is defined following (Emanuel, 1994 ———
#$ (&$()*+,

- 1./ 0181457 5., 8

where! is the potential temperatui@; is the gas constant of water vagdr,is the gas constant
of dry air,% is the water vapor mixing ratio, abgl. is the total condensate mixing ratio. The
density potential temperature is similar to the virtual potet@aperature except that it contains
an extra correction for density increases due to condensate loadiag been used in previous
studies (e.g., Drager & van den Heever, 2017; Feng et al., 20dfKires, 2001) to define cold
pool regions and boundaries. Although all five simulations are initchiith the same
atmospheric profile, the partitioning between surface sensibleatertt heat fluxes, which is
governed in part by the amount of soil moisture, dictates the amourdreduréace heating and
moistening. Decreased soil moisture leads to decreased evapoatms@ind increased sensible
heating. Increased sensible heating, in turn, leads to increamesuniace static instability and

thus more vigorous and deeper boundary layer mixing. The water vapogmatio &) within
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the boundary layer decreases with drier soil because surfaceneatifiluxes are diminished and
more dry air from above is entrained into the boundary layer by the bguager turbulence.
Within the boundary layer, increasing temperature and decregsiognbine to yield decreased
relative humidity and increased saturation deficit (defined hetteeadifference between the
saturatiorg; and the actudl) with decreasing soil moisture, as shown by Figures 2.2c and 2.2d,
respectively.

The cloud-base height increases with decreasing soil moisture (Rige)ein concert
with the increasing boundary layer depth. A perhaps less intuitivt i$hat the maximum
domain-mean cloud water mixing ratio more than doubles in the PWP&30 DRY-SOIL
simulations compared to the other three simulations. When thiagevis taken only over
cloudy points, most of this discrepancy disappears (not shown), whichtewdibat the increase
in domain-mean cloud water mixing ratio is dominated by an inciedbe cloud fraction
(likely a combination of increased number of clouds and increased silm)drather than the in-
cloud mixing ratio.

We now discuss precipitation production and accumulation, which wiluselater to
understand the differences in the cold pool properties. The domampresapitation mixing
ratio (Figure2.2f) reaches a greater value aloft in the PWP-SOIL and DRY-Si@lulations
than in the other three simulations. A similar result wasimédsbyHu et al.(2017), who
compared regions with soils with stronger sensible heat fluxegions whose soils had lower
sensible heat fluxes. However, they attributed this trend toiltgpe breezeO similar in
character to a land-sea breeze circulation, which is nedgsgate different from the
mechanism acting here due to the present studyOs relativetgpatigeneity in any given

simulation. However, this difference in domain-mean precipitatioding ratio is smaller at the
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surface than aloft, which indicates that much more precipitaiewaporating aloft in the PWP-
SOIL and DRY-SOIL simulations. Curiously, the MID-SOIL simigatexhibits the least
precipitation throughout the column. This intermediate-soil-wetneag\distage with respect to
precipitation will be explored in future work.

In order to understand the nonlinear trends with respect to soil neoistirgures 2.2dp
it is important to recognize that soil moisture is allowed tovevoi these simulations. Figure
2.2g shows the evolution of soil moisture saturation fraction foiofnand bottom soil layers in
each simulation (located at heightd 4fcm and 50 cm, respectively). In the DRENCHED-
SOIL simulation, water drains from the upper soil layers intdaiver layers due to
gravitational settling during the early hours of the simulation, andresture generally
decreases in the bottom soil layer during the mid-day and afternodo chet uptake of water
that is transpired into the atmosphere. In the WET-SOIL stioualathe soil loses water from all
layers during the mid-day and early afternoon, but during in the |laimadfin and evening
hours, the top-layer soil moisture partially recovers due to a corwbir@tprecipitation and
upward conduction of water from the lower layers. The MID-SOILuationOs soil is
sufficiently dry that there is little conduction of water frémw layers into the top layer. As a
result, the uppermost soil layer becomes decoupled from the layevs (bel, the uppermost
layer ceases to draw much water from the layers beneath}sawi moisture saturation
fraction decreases to approximately 30%. The soil moisture iower layers drops throughout
the day. The uppermost solil layer in the PWP-SOIL simulation eglghalitatively similar
behavior to that of the MID-SOIL simulation, and the bottom lay@iOmsisture remains

nearly constant throughout the simulation. Finally, in the DRY-SQOHukition, there is a slight
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drop in the moisture of the top soil layer over the course of the degyeas the moisture of the
bottom soil layer remains approximately constant.

Also plotted in Figur.2g are the field capacity (the amount of soil moisture retained by
soil following gravitational draining; 67.5% for the soil type usethapresent study) and the
permanent wilting point (hereafter PWP, 45.7%) (Lee & Pielke, 199% PWP, which is
defined as the soil moisture threshold below which plantsO rooisadnie to absorb enough
water to offset losses via transpiration, has been hypothesizet/tarpimportant role in the
development of atmospheric circulations over land (Hohenegger & St@d4i@), because of its
role in modulating latent heat fluxes and thus the Bowen ratio. Uthiékeimplified soil model
used by Hohenegger and Stevens (2018), the LEAF-3 model includes both evajpmction
transpiration. Evaporation from the top soil layer into the atmosptggrends on the soil surface
specific humidity, which is parameterized following the RAMS Arecal Manual
(vandenheever.atmos.colostate.edu/vdhpage/rams/docs/RAMS-Technicalptifhtalbe a
function of the field capacity, not the PWP. In this formulation giteeind water vapor mixing
ratio is multiplied by a wetness factor that equals one whemphlayer of soil is wetter than the
field capacity, zero when soil is completely dry, and incregsadually with increasing soll
moisture between these two extremes. By contrast, transpifiaiorthe root-zone soil layers
into the atmosphere is a function of the PWP via its dependence eovatsilpotentia{Lee,
1992). Transpiration is controlled by multiple factors, includingsaisture, and the stomatal
conductanceOs dependence on soil moisture is nearly a step functiothreisbedd is the PWP.
Readers are referred to the aforementioned RAMS Technical Masuaell as Philip (1957)

andLeeand Pielke (1992), for more information about the modelOs treatnsemfaufe
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evaporation, and readers are directede®(1992) for additional details about transpiration in
LEAF-3.

Therefore, we may consider there to be three relevant s@tume regimes within this
modeling system. In the wettest regime, with soil moisturatgrehan the field capacity, there is
sufficient soil moisture for both evaporation and transpiration. Withéregime, neither
evaporation nor transpiration is a strong function of soil moistur@elintermediate regime,
with soil moisture between the field capacity and PWP, evapord¢ioreases with decreasing
soil moisture, while transpiration remains approximately constamally, in the driest regime,
with soil moisture below the PWP, evaporation continues to decnetiisdecreasing soil
moisture, and transpiration is essentially nonexistent. The DRENESOIL and WETSOIL
simulations represent the wettest regime, the MID-SOIL sitianl falls within the intermediate
regime, and ta PWRSOIL and DRY-SOIL simulations are part of the driest regifnte
nonlinearities apparent across these simulations can be viewed thnmuighns: the
DRENCHED-SOIL and WET-SOIL simulations are nearly identical, and thé°’FS®IL and
DRY-SOIL simulations diverge sharply from the other three. Thetliattthe MIDSOIL
simulation more closely resembles its moister counterpartsttdaes the PWBSOIL
simulation (despite 50% being much closer numerically to 45% than topte%jles evidence
that transpiration is more important than evaporation in these highljategsimulations.

Figures 2.3a and 2.3b show representative snapshots of a sub-regioW&TH&OIL
and DRY-SOIL simulations, respectively. In both simulations, tmvection is isolateds
might be expected given the calm initial winds, and reaches deptlastensstic of cumulus
congestus clouds. Many cold pools [apparent as blue blotches in the naee-siarfisity

potential temperature () field] form, and the cold pools are approximately stationaey, (ot
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advected by the mean wind; not shown) and nearly circular in both dastes however, that the

color scales fof. are quite different between the two simulations, in agreemiémtive
variation shown in Figur2.2a. TheDRY-SOIL simulation exhibits higher mean values .of
along with greater variability ih- values.

2.3 Analysis Approach

An updated version of the cold pool identification and tracking algorithDrager and
van den Heever (2017) is used to analyze the ensemble of cold pootspdeyelithin each
simulation. Although the spirit of the algorithm is unchanged, new Eatave been added, and
the implementation has shifted from pixel-based cold pools to polygod-bakEpool
boundaries for greater precision. The updates made to the Dragemastehvdeever (2017)
algorithm are discussed in Section A.1 of the Appendix

Once the cold pool tracking is complete, the cold pools are aligrgghae, according to
the centers of their respective cylindrical polar coordinate sgstana in time, according to
their individual respective reference timés @ minutes, defined for each cold pool to be the
time the cold pool is first identified; see Section A.1 for eniaformation). Composites are then
generated. To create the composites, each;fietd>=2=@, wheret is defined relative tb= 0
minutes and could represent any variable such as, &.gar vertical velocityw, is linearly
interpolated to two types of cylindrical polar grids. In the fiyste of cylindrical polar grid, the
radial coordinate is normalized by the cold pool radius at eanfutizisee Figurg.4), in a
manner similar to that of Langhans and Romps (2015). In the seconthiypadial coordinate
is not normalized. Then, azimuthal averaging is performed to yidd,g=?=@ (normalized
radial coordinate) and. 5=2=@ (non-normalized) for each variable for every cold pool, with

radial spacing o€5 x5 D :—E andC5 D 1FQGiB . Finally, composite fields are computed by
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taking the arithmetic mean pf 5.,5=?=@ and; . 5=2=@ across the full set of cold pools in each
simulation.

An important distinction between the normalized and non-normalized caefpasthat,
although every cold pool is included in thre O minutes normalized composites, fewer cold
pools are included before and after 0 minutes based on whether, and to what extent, each cold
pool can be tracked backward or forwardime. By contrast, non-normalized composites can be
constructed in the absence of cold pool boundary contours, and therefotd pthals are
included in the composites at each time relatiiet® minutes. The non-normalized composites
are computed as far backwardtas! 60 minutes, in order to capture the environments in which
cold pools form, and as far forwardtas 120 minutes, so that cold pool dissipation may be
assessed. The disadvantage of using non-normalized composites ssrigatiadO of the cold
pool features occurs due to differing sizes within each ensembt@dpools, or even at
different azimuths within a given cold pool.

2.4 Cold Pool Characteristics
2.4.1 Analysis Period and Numbers of Cold Pools

The remaining analyses presented in this paper consider only thog®alsavhosd =
0 minutes reference times fall between 11 LT and 16 LT, in@usiew cold pools form before
11 LT. Cold pools forming after 16 LTNwhose contributions to the compssiteuld extend
until after 18 LTNare excluded from the analyses in order to prepetesses that occur only
during the evening and nighttime hours, such as dew formation, from irifigehe composites.
Therefore, only daytime cold pool dissipation processes are considehedpresent study. The
total numbers of unique cold pools in each simulation that fall withiranalysis period are

1869 (DRENCHED-SOIL), 1996 (WET-SOIL), 1930 (MID-SOIL), 3311 (PM8OIL), and
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3282 (DRY-SOIL). Time series indicating when these cold pools &ershown in Figuré.2
in the Appendix.
2.4.2 Cold Pool Area Statistics

Figure 2.5 displays information about cold pool area. It is immediapgarent from
Figure 2.5a that the cold pools in the PWP-SOIL and DRY-SOIL aitionls have about twice
the area of those in the other three simulations, in a mean $@msé&end holds throughout the
plotted time interval. Figureéa5c and2.5d corroborate the trend of larger cold pools in the
PWRSOIL and DRY-SOIL simulations: titeWRSOIL and DRY-SOIL simulations exhibit a
smaller fraction of small cold pools and a larger fractioragge cold pools.

The cold pool identification and tracking algorithm operates by looking/étirdefined
density potential temperature boundaries. If no such boundary exidthie@boundary is
blurred or irregular at a given time, then the algorithm will dettify a cold pool. Therefore,
the length of time over which a cold pool is tracked in the finakingcstage can be roughly
interpreted as a cold pool lifetime. Under this interpretattas,apparent from Figure 2.5b that
cold pools in the PWP-SOIL and DRY-SOIL simulations are shaxted-than those in the other
three simulations, in agreement with the results shown in&fgarin the Appendix. The topic
of cold pool longevity is revisited in Secti@®b.3.

2.4.3 Cold Pool Strength

In the discussion that follows, perturbation quantities are compauader to allow cold
pool properties to be assessed independently of the differences bitessenulationsO
horizontal mean states. All perturbation quantities are cadclibe departures from a simulation-

dependent, height-dependent, time-varying horizontal mean.
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Figure 2.6 shows probability density functions (PDFs) and mean valvesiadis
metrics of cold pool strength (Drager & van den Heever, 2017 Yeference, several of these
quantities are illustrated in Figure 2.4b. The equivalent poteéatigderature perturbatiohy, is
included because it has previously been used to identify cold pools, althewgili argue that
this metric can be misleading (see Secfi@h5). These PDFs are generated using the non-
normalized, azimuthally averaged values at the lowest above-ground lexaeind within 4
km of the cold pool center across timé& minutes' t" 120 minutes, except for the maximum
updraft: the maximum updraft is obtained for radii between 0.75 km &ndahd only fort" 0
minutes, in order to ensure that the value corresponds to the maxipiifimalong the gust front
rather than the earlier updraft that generates cold poolOsgatehtUsing minimum or
maximum azimuthally averaged values rather than pointwise expeaants contamination
from nearby cold pools.

Examination of Figures 2.6abe reveals that cold pools in the PWPaB@DRY-SOIL
simulations are, on the whole, substantially stronger than thdse DRENCHEDSOIL, WET-
SOIL, and MID-SOIL simulations. The mean values of minimd?mmaximumL(, Myop, and
Myor are approximately twice as large (in an absolute-value senge® PWP-SOIL and DRY-
SOIL simulations as in the other three simulations, and the Bfaaue is about three times as
large in the PWFSOIL and DRY-SOIL simulations as in the other three. The largerivelat
change irSfthan in! X suggests that the cold pools in the PWP-SOIL and SRYL-
simulations are deeper than those in the other three simulateenS¢stior2.4.6).

In order to elucidate cold pool structure, Figure 2.7 shows normdiizeadius
composites of the same variables as in Figu@a2, plotted dt= 0 minutes. These composites

confirm the direction of the trend toward increased cold pool strengtldecreasing soil
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moaisture (particularly in the case of the PWP-SOIL and DRYESSImulations). In Figure.7a,
the values of X are minimized near the cold pool center and increase outwartarfest
negativel X perturbation occurs in the DRY-SOIL simulation, and the trend hbtdsighout the
interior of the cold pool T 5:4g T /). In the PWP-SOIL and DRY-SOIL simulations, there is
a peak in Xat5.,5 - / &5 indicating a ring of enhanced warmth outside the cold pool
boundary; this ring is revisited in Section 2.5.2. In Figure 2.7pgaks inside of the cold pool
boundary (ab«sg U /) in all five simulations, and the magnitude of this peak is gseate¢he
DRY-SOIL simulation. Far outside the cold pdql,U 1H N due to the residual circulation
that generated the parent cloud. The vertical velocities (FRydicg are negative within the cold
pool and positive outside the cold pool, indicative of a parent downdraft aftcaheid of the
gust front, respectively. Downdraft and updraft strengths are bottegré@athe DRYSOIL
simulation. Finally, values @&X (Figure 2.7d) are maximized near cold pool center and decay
outward, and they are much larger in the PWP-SOIL and DRY-S@illaions than in the
other three. The extent to which the PWP-SOIL BRY-SOIL simulations® cold pools are
stronger than those of the moister three simulations is exagherdtgure 2.7 compared to
Figures 2.6abe. This is because the cold pools in the moistesithtgations do not reach their
peak intensity untit =5 minutes (not shown). Figures 2.6abe account for this by considering a
range of times relative to= 0 minutes, while Figure 2.7 only shows tle0 minutes snapshots.
2.4.4 Water Vapor Structure

Figure 2.8a shows the composite near-surface water vapor strastaréjnction of
5+ag, for each of the four simulationstat 0 minutes. The DRENCHEBOIL, WET-SOIL,
and MID-SOIL simulations exhibit the water vapor rings, sometiresred to as moist

patches, that were discussed in Sec?idn These rings manifest as negative values of
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perturbation water vapor mixing rat& within the cold pool interiors, followed by positive
values offX outside of the cold pool (i.e., Atag X /). The PWP-SOIL and DRBOIL
simulations® composites do not contain a water vapor ring. Instetadf ¢aese composites
exhibits a small (~0.2 g k& positive water vapor mixing ratio perturbationNa water vapor
OpuddleONthat is approximately uniform within the cold pool and decdysnaieasing
distance outside of the cold pool.

As was discussed in Section 2.1, there has been some disagrastwewhether water
vapor rings, such as those exhibited by the DRENCIKEDE, WET-SOIL, and MIDSOIL
simulations, reside inside, along the edges, or outside of cold peohandra et al. (2018)
point out, the location of water vapor rings not only provides clues regdrdmghe water
vapor rings are formed, but also has implications for the triggefisgbsequent convection. For
example, if water vapor rings are located outside of cold pdas,the thermodynamic and
mechanical mechanisms for cold pool triggering of convection may acgsstieally. This is
potentially the case in the DRENCHER®RIL, WET-SOIL, and MID-SOIL simulations
analyzed here: the water vapor rings (Figure 2.8a) and cold pool-inducedisipgigure2.7c)
are both located outside of the cold pools. By contrast, if the waper rings are located inside
of cold pools, then the local moisture enhancements provided by water veysowill not as
easily assist in generating new convection because they reside metiatively buoyant air.

Attempts to determine the location of water vapor rings rel&iweld pools have been
complicated by the use of disparate methods for defining cold poolsaSeaent studiese(g.,
Dawson et al., 2010; Schiro & Neelin, 2018; Schlemmer & Hohenegger, 2018) define cold
pools in terms of equivalent potential temperatujewhereas others use temperature- or

buoyancy-based metrics (Drager, 2016). Sinckas such a strong dependence on moisture, a
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water vapor ring that is located along or inside the edge of a coladvibchuse the region of
low ! ; associated with the cold pool to be smaller than the corresponding & low
temperature or negative buoyancy (Drager & van den Heever, 2017). It fatavig the water
vapor ringOs positive influence!gndue to enhanced moisture is greater in magnitude than the
cold poolOs negative influencelgrdue to low temperatures, then the water vapor ring will
alwaysoccur outside of the;-based cold pool, as is the case in Schlemmer and Hohenegger
(2016). This is why both Zuidema et al. (2017) and Chandra et al. (20a&cterize the
Schlemmer and Hohenegger (2016) study as exhibiting water vapor rings thesoddd pools
when in fact the rings appear to be located inside of the gust $emtg.g., Figure 6 of
Schlemmer and Hohenegger (2016), in which the updraftsNwhich via contimeitpaicative
of the gust frontNare located along or just outside the edge of ther wapor ring]. More
generally, it is difficult to compare water vapor ring resatteoss various studies due to the
different metrics used to define cold pool boundaries, and we recomhsrmbinparisons
across studies take into account the disparate cold pool definitions.
2.4.5 Equivalent Potential Temperature: A Measure of Cold Pool Strength?

Schlemmer and Hohenegger (2014) propose a cold pool parameterizatiewdrd in

which the buoyancy term in the equation for cold pool propagation speed (sesetierred to
as cold pool intensity) is replaced by jadeficit term. That isy Y%, whereY denotes
acceleration due to gravity, the overbar represents the baseasthtbe prime represents a
deviation from the base state, is replaced by, essenﬁaﬂ% (see Equation 6 of Schlemmer

and Hohenegger, 2014). Pucillo et al. (2020) take a similar approach.
The equivalent potential temperature can be an attractive vaigalée because it is

conserved under moist vapor-liquid pseudoadiabatic processes and therefaire cont
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information about the height of the source region(s) of cold pool air. Bneyef course,
uncertainties due to entrainment of environmental air into the downideafirocesses, other
diabatic processes, and the potential foto vary non-monotonically with height. Nevertheless,
I ; has often been used to obtain estimates of where downdrafigaiates [Schiro and Neelin
(2018) and Zuidema al. (2017) are recent examples of studies that do this]. But is it an
appropriate variable to use to define cold pool strength, in a conceptifal parameterization
framework?

Our results suggest that it may not be. The mean values of mirlih(Figure 2.6f)
exhibit a trend opposite to those of the other five metrics in F@yérehe PWP-SOIL and
DRY-SOIL simulations® cold pools exhibit approximatellf the strength (in &5 sense) of
those in the DRENCHED-SOIL and WET-SOIL simulations. The MBOH simulation lies
between these two extremes. Recall that the PWP-SOIL aYdSIRL simulationsO cold pools
are roughlytwice as strong as those in the other three simulations according to théwehe
more dynamically-based metrics. In short, dynamical strength doescegsarily translate into
| Kstrength, andiX trends can be misleading.

The equivalent potential temperature also appears to be a problems#tic of cold pool

strength from a parameterization perspective. In the DRENIEBEBIL casey Y2 is

N

\
approximately three times as Iarge?eté% for the average cold pool. By contrast, in the DRY-

\
SOIL casey Y% is about 20% smaller théhY%. Therefore, not only do the trends reverse, but

the magnitude of the error also differs across the soil moigtgnmes examined here.

2.4.6 Cold Pool Depth
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Figures 2.9a and 2.9b show composites*adind the transverse circulatiort at 30
minutes for the WET-SOIL and DRY-SOIL simulations. For brewityg following discussion
and corresponding plots consider only the WET-SOIL and DRY-SOIL siiongatit is clear
that the cold pools in the DRY-SOIL simulation are, in a compgsitse, deeper than those in
the WET-SOIL simulation. The ground-based region of negathextends to a greater height in
the DRY-SOIL simulation (~1.75 km) than in the WET-SOIL sintiola (~1 km). In addition,
the surface-based region of radially outward-directed windstheeoutflow, is deeper in the
DRY-SOIL simulation (~1 km) than in the WET-SOIL simulation (~0.5kitnis not
immediately clear why the DRY-SOIL cold pools are deeper thawte-SOIL cold pools,
and indeed, the precise mechanisms governing cold pool depth in theseistitersensitivity
tests are not fully understood. However, cold pool depth does not typzated the depth of
the subcloud layer, and since the subcloud layer is deeper in the DRYsi&@lation, cold
pools are permitted to become deeper as well.

2.5. Cold Pool Processes
2.5.1 Mechanisms Governing Cold Pool Strength and Area

As discussed in Section 2.4.3, the cold pools in the PWP-SOIL RiYdSDIL
simulations are stronger than those in the other three simuldtiomsler to explain this trend,
we now explore the latent cooling that gives rise to the cold potieifirst place. Figures 2.9c
and 2.9d show composites of model-derived latent heating and cooling from coiotesusd
evaporation processes for the WET-SOIL and DRY-SOIL simulatims.maximum latent
cooling in the subcloud layer occurs at different times (relative=td minutes) in the WET-
SOIL and DRY-SOIL simulations. Therefore, instead of plottheytomposites at a particutar

value, we construct these plots by taking the minimum composite vahssalk-values fromt
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=130 minutes ta = 30 minutes at each pointiirz space. Figur@.10, which shows composites
of cloud mixing ratidg ~ (including cloud water and cloud ice hydrometeor species) in the top
row and rain mixing rati®,,,.in the bottom row, is generated similarly.

In each of the two bottom panels of Figar9, there are two semi-connected regions of
latent cooling, one above cloud base, which corresponds to evaporation adrdpleds as the
cold poolsO parent clouds dissipate, and one below cloud base, which correspeapsration
of rain drops. The lower regions are of particular interest beaategporation within the rain
shaft helps to drive cold pool formation. The lower region of latenirep® both deeper and
greater in magnitude in the DRY-SOIL simulation (FigRi@d) than in the WETSOIL
simulation (Figure 2.9c). Therefore, if differences in downdratficed velocity and rain shaft
lifetime can be neglected, then parcels of air descending belowldsechave a greater
residence time in the subcloud layer and undergo greater ratesndfdaoling during descent in
the DRY-SOIL simulation than in the WET-SOIL simulation.

The rates of latent cooling are governed by both the dryness aflttlewd layer and the
properties of the falling rain drops. The dryness of the subclouddaydbe quantified
according to the saturation deficit (see Figure 2.2d), whicteetgrin the DRYSOIL
simulation than in the other three simulations. Increased satudgtiiit leads to more
evaporation and thus enhanced latent cooling.diear fran the vertical gradients &aqpcin
Figure 2.2f and,,,.n Figure 2.10c and 2.10d that more evaporation is occurring in the DRY-
SOIL simulation, in agreement with the latent cooling differer{€gures 2.9c an2l9d).

As was discussed in Section 2.4.2, the cold pools in the PWP-&@IDRYSOIL
simulations are larger than those in the other three simulatiding gmitial time of detection.

This result appears to be due to the greater width of theshaifts at cloud base in DRYOIL
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simulation (compare Figur210d atz ~ 2.5 km to Figure 2.10c at- 1.25 km), which in turn is
due to the wider clouds (compare Figure 2.10b to Figure 2.10a). In aihas,wvider clouds
yield wider rain shafts, which in turn generate initially largeid pools. Since these larger cold
pools are also deeper, with more vertically integrated negative mheywjfaough the subcloud
layer, they expand more rapidly and thus remain wider. The menislgading to wider clouds
in the DRY-SOIL simulation are not obvious. We speculate thatebidt is due to the increased
depth of the subcloud layer (i.e., increased cloud-base height), vamalesult in wider updraft
plumes at cloud base.@.,Williams & Stanfill, 2002) and thus wider clouds. It was noted in
Section 2.2.2 that the cloud fraction is much greater in the PRQIB-&d DRY-SOIL
simulations than in the other three simulations. We concludehikastthe result of both greater
numbers of clouds (see Figuke2a for a sense of this) and greater cloud width.
2.5.2 Mechanisms Governing Cold Pool Structure

As discussed in Section 2.4.4, the cold pools in the DRENCBEDR; WET-SOIL, and
MID-SOIL simulations exhibit water vapor rings outside of the cold pedisreas the cold
pools in the PWP-SOIL and DRY-SOIL simulations exhibit watgroveDpuddlesO within the
boundary of the cold pools. It should be noted that some ephemeral wateringpare
apparent in horizontal cross-sectionsgfn the DRY-SOIL simulation, usually in association
with the strongest cold pools (not shown). In contrast to the water sagern the wetter-soil
simulations, these DRY-SOIL water vapor rings are located imdittee gust front and appear to
disappear quickly via mixing.

The relative lack of water vapor rings in the PWP-SOIL and [FOfL simulations
sheds additional light on the mechanisms leading to the formationef vegoor rings discussed

in Section2.1. As was discussed in Section 2.5.1, there is more evaporapoecgditation in
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the parent rain shafts of cold pools in the DRY-SOIL simulatiam in the WETSOIL
simulation. Since water vapor rings only rarely and fleetingly gengr the DRYSOIL
simulation, we conclude that rain shaft evaporation alone is notisutfio generate water
vapor rings, as other studies have also suggested (Langhans & Romps, BGErBnfec &
Hohenegger, 2016; Torri & Kuang, 2016).

The two other main potential sources of moisture for water vapgs are surface latent
heat fluxes and advection of preexisting moisture perturbationSéstien2.1). Figures 2.8c
and 2.8d show normalized-by-radius composites of surface laterfttbeand sensible heat
flux, respectively, at = 0 minutes. It is immediately apparent that the Bowen déiers
dramatically between the two driest-soil simulations and the ttheg simulations, with more
sensible heat flux and less latent heat flux in the PWP-S@dLD&RY-SOIL simulations than in
the other three simulations. With the exception of the latentflugan the PWP-SOIL and
DRY-SOIL simulations, all surface fluxes are suppressed at coldcpatdr due to the enhanced
static stability (not shown) and the suppressed winds (see RJie as was the case in Grant
and van den Heever (2018). Cooler land surface and vegetation temgefadtishown)
generated by cloud shading and interception of cool precipitation alstolslppress the
sensible heat fluxes near cold pool center (Drager & van den H@&1&m,. The sensible heat
flux composites in the PWP-SOIL and DRY-SOIL simulations, aloitly thie latent heat flux
composites in the other three simulations, exhibit local maximegngg D / (Figures 2.8c and
2.8d) in association with enhanced winds (the gust front; FR@l®. These local maxima
become much more pronounced shortly &fte0 minutes as winds increase in strength (not

shown).
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As was mentioned in Secti@4.3, there is a ring of enhancedthat maximizes in

strength neab.«,g D / Lin the PWP-SOIL and DRY-SOIL simulations (Figure 2.7a), artten
other three simulations, there are rings of enhagcedarh.«,g D / Z5(Figure2.8a). Prior
studies are generally in agreement that latent heat fluxéspoetant, and possibly of primary
importance, for the development of water vapor rings (Langhans & R@®ps; Schlemmer &
Hohenegger, 2016; Torri & Kuang, 2016). If this is indeed the case,ttisgmoissible that the
local latent heat flux maxima &tag D / in the three wettest-soil simulations are associated
with the corresponding water vapor rings nea D / Z5 It is also possible that the klc
sensible heat flux maximum at,g D / in the PWP-SOIL and DRY-SOIL simulations is

associated with the corresponding ring of enhahcgavhich can be interpreted as a ring of

enhanced temperature given the lack;qierturbation) neds..,g D / Z5

Complicating matters are the possible roles of preexisting rampe andy
perturbations. Figures 2.11a and 2.11b show non-normalized-by-radius complosites
(perturbation temperature) aff respectively, at="! 30 minutes. These correspond to half an
hour before each cold pool is detected and are therefore represenitétiggreexisting
perturbations. There is a small but significant positive temperatnturbation near= 0 km in
the PWP-SOIL and DRY-SOIL simulations, and there is alsoge lpositivel; perturbation in
the other three simulations. We expect that the influence @iréexisting perturbations may be
more fleeting than that of the surface heat fluxes given thatirthewhich the preexisting
perturbations reside should be lifted fairly early in the cold pfeayicle via cold pool
mechanics. Nevertheless, since we have not used tracers andiagrparticles in this analysis,
we cannot make any definitive statements regarding whether sheat#uxes or preexisting

perturbations are more important.
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We now discuss the moisture perturbations near cold pool center, avhipbsitive
(moist) in the two driest-soil simulations and negative (dryhéother three simulations (Figure
2.8a). It is evident from Figur22b that moisture decreases more precipitously with height as
soil moisture increases. This implies that, if we consideydrometeor-free downdraft
originating from cloud base, then such a downdraft would generate anaggive surface
moisture perturbation in the wettest-soil simulations than in tilee-slil simulations. However,
in reality, downdraft air contains a source of water vapor in time &frevaporating
hydrometeors, and there is more evaporation in the PWP-SOIL andJORY simulatiors (see
Section 2.5.1). This evaporation is evidently sufficient to genarptesitive surface moisture
perturbation in the PWP-SOIL and DRY-SOIL simulations but ndténather three simulations.
2.5.3 Cold Pool Dissipation

Figures 2.11c and 2.11t< 5 minutes) corroborate many of the results discussed in
Section 2.4 regarding cold pool size and water vapor structure, gnprthwede a spatial
reference for comparison with the bottom row of panels (Figures arid.2.11ff = 90
minutes). Figur@.11e shows that the cold pools in the PWP-SOIL and DRY-SOIL siiong
are shorter-lived than those in the other three simulations. PMHSOIL and DRYSOIL
simulationseXX 1 K near5 D 1HB , indicating that the cold pools in this simulation have
dissipated by this time. By contrast, the compasitis negative in the other three simulations,
indicating that the cold pools in these simulations have dissipatedsioariy. The composites
of 5katt = 90 minutes (Figure 2.11f) indicate that water vapor puddles imvthdriest-soil
simulations dissipate along with their associated cold pools, wheetasvapor rings persist in

the wettest-soil simulations beyond the lifetimes of their sporading cold pools.
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Cold pool dissipation need not occur uniformly throughout a cold pool (Granh &em
Heever, 2018). Next we describe two cold pool processes that havdibegssed in prior
literature that appear to be active in our simulations.,Riretwet-patch effect primarily affects
the evolution of the central parts of the cold pools. Second, the totimibeng effect erodes
cold pools from their edges inward.

The wet-patch effect (Drager & van den Heever, 2017), in whignfarecipitation
cools the ground and vegetation and suppresses (or even reverses thessigsildf heat
fluxes, prolongs the cold pool dissipation process within the part obtigool that has
experienced precipitation. FiguPe8e shows that less rain water is intercepted by vegetation in
the PWP-SOIL and DRY-SOIL simulations than in the other threalations. This is because
the time-integrated rainfall, in a per-cold pool composite seleseeases with decreasing soil
moisture (not shown). It is likely that the increased vegetati@naapted rain water in the
wettest three simulations helps to increase the cold pool longevitgse simulations relative to
that in the PWP-SOIL and DRY-SOIL simulations (Drager & vam deever, 2017).

In a large-eddy simulation of an idealized cold pool in a dry contihent@onment,
Grant and van den Heever (2018) documented cold pool dissipation from tlde autsard due
to turbulent entrainment of warm environmental air and enhanced (swgzpreessible heat
fluxes near the edge (center) of the cold pool. The PWP-SOIL RYdSDIL simulationsO cold
pools exhibit stronger flows, so they should exhibit greater turbuléribeiaboundaries.
Furthermore, given the greater surface heating in the PWP-8@IDRY-SOIL simulations,
we can expect that turbulent boundary layer motions are more vigoraadl ovéhis simulation
than in the other three simulations. This implies that the ediges of PWP-SOIL and DRY-

SOIL simulationsO cold pools are more likely to be eroded by turlkakeainment. The
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identification and tracking algorithm is less successful at log&WP-SOIL and DRYSOIL
cold poolsO edges than at locating those of the cold pools in the otasirthriations at times
aftert = 0 minutes (see Figure 2.5b), which is likely due to a combinatidirdefined
boundariesNindeed, anecdotally they are OfuzzierO in the DRY-S@IFi(aereA.1 in the
Appendix) and PWP-SOIL simulationsNand decreased cold pool longevity.

2.5.4 Role of the Permanent Wilting Point (PWP)

As was discussed in Section 2.2.2, there appear to be threeamhanoisture regimes.
Each regime has a different partitioning of surface sensibléaterd heat fluxes, as determined
by the amount of evaporation from the top soil level (a function digltecapacity) and the
amount of transpiration by plants (a function of the PWP). Theipaitigy of surface heat fluxes
affects the depth, temperature, moisture, and vigor of circulatidhge boundary layer. These
affect convection and, by extension, the formation and evolution of cold pools.

Although there are some subtle differences between the MID-S@lilationOs cold
pools and those in the moistest two simulations, which are likelyatiat by changes in direct
surface evaporation, there appear to only be two main regimes dqgoaall properties: moister
than the PWP, and drier than the PWP. The fact that the RdOWPs8nulation (initialized at
45% of saturation, just below the PWP of 45.7%) behaves much mothdikRY-SOIL
simulation (25%) than the MID-SOIL (50%) simulation serves to enph#sat there are two
well-defined regimes bounded by the PWP.

2.6. Discussion and Conclusion

This study has examined the role of soil moisture in governing trominéhental

convective cold pool properties using idealized, high-resolution, clootisieg model

simulations coupled to an interactive land surface model. Cold pool asalgse performed for

32



five simulations: DRENCHED-SOIL (initialized at 95% of ssdturation), WET-SOIL (75%),

MID-SOIL (50%), PWP-SOIL (45%), and DRY-SOIL (25%). Our hypothesis that soil

moisture has important effects on cold pool size, strength, steuetnd longevity. The main

findings in this regard, which are summarized in the schemasemed in Figur@.12, are as

follows:

¥ Decreasing the soil moisture to levels below the permanenmgvptint (PWP) yields cold
pools that are approximately twice as strong and twice as laotfein area and in depth.
Even though direct surface evaporation is present in these simulatarspiration, which is
governed in part by the PWP, appears to be the dominant factor contitwkimgsponse. In
the PWPSOIL and DRY-SOIL simulations, the stronger surface sensible heatflreate a
deeper, drier boundary layer with a higher cloud base. The restlttinds generate wider
rain shafts with greater amounts of rain aloft. Due to thagivel dryness of the subcloud
layer, more evaporative cooling occurs. Larger, stronger cold paotbexrefore able to
form.

¥ Soils moister than the PWP yield a water vapor structure in vwh)amear-surface air in the
center of the cold pool is relatively dry, and (2) the ring of seaiace air surrounding the
cold pool is anomalously moist. The water vapor rings are located®euatsihe cold pools,
ahead of the corresponding gust fronts.

¥ When soil is drier than the PWP, short-lived OpuddlesO of mdibitthé cold pools. The air
inside the cold pools is approximately uniformly moist, and the aiosnding the cold
pools is dry. It is speculated that these features are thé oébyldrometeor evaporation

within the cold poolsO parent rain shafts.
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¥ Cold pools are shorter-lived in the PWP-SOIL and DRY-SOIL samuhs than in the other
three wetter-soil experiments due to a weaker wet-patcht ¢iemger & van den Heever,
2017) and stronger turbulent mixing (Grant & van den Heever, 2018) in theS®NPand
DRY-SOIL simulations.

These results are all modulated by soil moisture-induced chandespartitioning of surface

sensible and latent heat fluxes, which in turn affect boundary daygkcloud properties.

We speculate that the results obtained here are applicable-ghear continental
settings, particularly situations in which both of the followingecra are satisfied: (1) the soll
moisture fluctuates above and below the PWP; (2) vegetation is prasemthat the PWP
becomes relevant; and (3) cumulus congestus clouds form and precggtaiiess of soil
moisture content.

The results obtained here regarding cold pool structure and longevity sdifigesnt
roles for cold pools in regions with different soil moistures shauld be considered in
parameterizations of cold pools and convective initiation. Based aletneased cold pool
lifetime in the PWP-SOIL and DRY-SOIL simulations relatteehe other three wetter-soil
simulations, we can infer that cold pools may suppress convectibaiinrtteriors for shorter
periods of time in low-soil moisture environments compared to highvsmdture environments.
Furthermore, the co-location of water vapor rings and updrafts inRENCHEDSOIL, WET-
SOIL, and MID-SOIL simulations, combined with the lack of evatapor rings in the PWP-
SOIL and DRY-SOIL simulations, suggests that the thermodynamibanesn of cold pool-
induced triggering of new convection becomes more important as sotlinediscreases.
Evidently, the relative lack of importance of the thermodynanygéring mechanism in the

PWRSOIL and DRY-SOIL simulations does not prevent new convection fromiigr Indeed,
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convection continues later into the evening hours in the PWP-SOIL avMdJORL simulations
than in the other three simulations (Figi@). Further analysis is required to determine the
mechanism(s) responsible for this extension of the diurnal cyclenection.

Future research should further explore the environmental parampatey, sncluding
different initial temperature, moisture, and wind profiles aaying amounts of largeseale
forcing. It would also be useful to consider a variety of vegetatiors tifpeluding no
vegetation) and soil textures. Different environmental conditions mayexted to support
different types of convection that could serve as a testbed for nieeadjeability of the results
obtained here. We note that other land-surface schemegaregiitation and direct surface
evaporation in a manner that differs from the one used here. Foplkexahe scheme by Chen
and Dudhia (2001) suppresses all direct surface evaporation below thenPidreas the LEAF-
3 scheme used here does not. Therefore, inter-model comparisossregtrd would be
appropriate.

The present study contributes to a growing body of literature on lafate effects on
continental cold pools and highlights the interactions between surfaciuxea, the boundary
layer, and clouds that control cold pool properties. More practicalfyresults also emphasize
the importance of accurately representing initial soil moistoralitions for forecasting cold
pools, particularly in regions whose soil moisture content regulamgitions across the PWP.
Finally, it is recommended that future cold pool parameterizafifmnts incorporate the effects
of the land surface, such as soil moisture, on cold pools in orbettss represent the cold pool

dissipation process and time scale.
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2.7 Table and Figures

Table 21. Details of the RAMS model setup.

Model Aspect

Settings

Model vasion

RAMS version 6.2.08 with LEAR land surface model

Grid

#x=#y=125m; 150 kmh 150 km domain size
#z stretched from 40 m at the surface to 250 m aloft; stratih+ 1.025
127 vertical levels; model top at- 21 km

Time integration

#t=15s
14 h simulation duration, fro3 UTC (7 LT) to 13 UTC (21 LT)

Initial conditions

Horizontally homogeneous profiles of temperature and moisturesifseaethed model
sounding in Figur@.1), except for pseudorandom potential temperature perturbatig
that decrease in amplitude linearly with height from 0.1 K~-aR0O mto 0 K az ~ 520
m. No initial winds.

Land surface

11 soil levels

Silty clay loam soil type

Wooded grassland vegetation type

Normalized Difference Vegetation Index (NDVI) = 0.6

Initial soil moisture

Spatially uniform value that varies according to the simurati

DRENCHED-SOIL: 95% of saturation volumetric soil moisture (100% = 0.47nhi)
WET-SOIL: 75%

MID-SOIL: 50%

PWRSOIL: 45%

DRY-SOIL: 25%

Boundary conditions

Periodic lateral boundaries
Rigid lid with Rayleigh friction absorbing layer over the top 2 km

Microphysics

RAMS two-moment bin-emulating bulk microphysics with eight hydrometeassgs,
coupled to aerosol module (Meyers et al., 1997; Saleeby & Cafiéd, 2008; Salegh
& van den Heever, 2013)

Gamma distribution shape parameter equals 4 for cloud anéedaiaz 2 for all other
hydrometeor classes

Aerosols

Sulfate aerosols (Saleeby & van den Heever, 2013), no sourcegrradiatively
inactive

DeMott et al. (2010) ice nucleation formulation

Initial surface concentrations of cloud condensation nuclei (C@kint CCN, and ice
nuclei (IN) are 400 mg, 1! 10°mg !, and 0.01 mg, respectively, decreasing
exponentiallywith altitudewith a scale height of 7000 m.

Radation

Harrington (1997jwo-stream radiation scheme, updated every 5 minutes
Insolation spatially uniform based ofiflAugust 2010 at Laoag, Philippines.

Turbulence

Smagorinsky (1963) scheme with vertical diffusion modificationsdasehe
formulation ofHill (1974). Vertical diffusion of ice-liquid potential tempenat and
water vapor mixing ratio is calculated based on perturbateatve to the initial
sounding.

Topography

none

Coriolis

none
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Figure 21. SkewT B log diagram showing the original Laoag sounding and the smoothed model
sounding. Thick solid lines indicate temperature, and thick dashedrioieate dew point. Thin
green lines are isotherms, thin cyan lines are lines of constd@t vapor mixing ratio, thin

yellow lines are dry adiabats, and thin orange lines are moist pskaiolaizs.
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Figure 22. Domainmean vertical profiles (0 B 5 km) averaged over the time p&ti@d LT D
18:00 LT (panels abf) and time series of soil moisture satufediction (panel g). Panel (a)
shows the density potential temperatlire(as defined by Emanuel, 1994); (b) shows the water
vapor mixing ratiog;; (c) shows the relative humidity (expressed as a fractidnshows the
saturation deficit, defined as the difference between the satuvedter vapor mixing ratio and
the actual water vapor mixing ratio; (e) shows the sum of cloueraat cloud ice mixing

ratios; and (f) shows the sum of the mixing ratios of all gphecipitating hydrometeor species.
Panel (g) shows the domain-mean soil moisture saturation fracticutiencht the bottom and
top soil levels, as well as the field capacity and permandimgvpoint (for reference), over the
course of the entire simulation.
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Figure 23. Three-dimensional snapshots of the (a) WET-SOIL and (b) DRY-Si@lulations

at 14:30 LT. Only a 50 krh 50 km subset of the domain is displayed here. The 0.1g kg
isosurface of the sum of cloud liquid and cloud ice is plotted itewttie 0.1 g Kd isosurface

of the sum of all other precipitating hydrometeor species is showiue, and the colors indicate
I. at the lowest above-ground model lewet, 20 m (note different color scales for WISGIL

versus DRYSOIL).

39



1310.5
11310
1309.5
309
1308.5

1§ 308

307.5

307

radial coord.
—

Figure 24. (a) Definition of the normalized radial coordinate. A single gad| from the WET-
SOIL simulation at 14:30 LT is used to illustrate the defanitof the normalized radial
coordinatéa.«pg X he colors indicaté: (density potential temperature) at the lowest above-
ground model levelz ~ 20 m, and the black contour indicates the algorithm-derived cold pool
boundary. (b) Schematic of various metrics of cold pool strength: demdential temperature
perturbation X, which is proportional to Archimedean buoyancy; radial outflow streipgth
Myop, the strength of the parent downdraft; &fi@r, the strength of the uplift at the cold pool
boundary. Not shown are equivalent potential temperature perturb&tiom pressure
perturbatiorSK which is related via hydrostatic balance to Hétland cold pool depth (and also
has some contribution from nonhydrostatic effects). The left eddpe schematic represents the
center of the cold pool.
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Figure 2.5. Cold pool area statistics. Panel (a) showsntigegvolution of mean cold pool area
relative to thé = 0 minutes reference time based on contours obtained during thiedakahg
step (see Sectiof.1 in the Appendix), along with 95% confidence intervals for the mean
(constructed using a bootstrapping approach). For each time (retetiwétminutes), only

those cold pools whose boundaries can be identified are includedt ©nfyminutes through

= 20 minutes is shown due to relatively small sample sizemrlegreand later times. Panel (b)
(note different horizontal axis) shows the sample sizes for.€a)the numbers of cold pools that
can be tracked backward and forward to each time relative te=tBeminutes reference time,

for the entire range="! 30 minutes through= 60 minutes. Panels (c) and (d) show the
probability density functions and cumulative density functions, respectaigly, 0 minutes
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(when all cold pools in the data set are included).
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Figure 2.6. Cold pool strength statistics. The thick curves shoRDife for the various
variables, and the vertical lines show the mean values acrasstiteesample of cold pools
(black vertical lines are plotted at zero for reference).ibted variables are (a) minimunf;
(b) maximumL; (c) minimum vertical velocityw; (d) maximunmw; (e) maximuns® and (f)
minimum! X All perturbation quantities are computed relative to a trarging horizontal
domain mean. All panels are plotted at the lowest above-ground moddkzlev20 m for panels
(@), (b), (e), and (f), andl= 40 m for panels (c) and (d)]. Each data point included in tssPD
and means is taken from a single cold pool and is the maximurmonum value of some
azimuthally averaged quantity within some radius band (see SectiBroRthie text for details).
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Figure 27. Nearsurface normalized composites of (#) (b) L, (c)w, and (d)S€att =0

minutes. Panels (a), (b), and (d) are plottedzfo20 m, and panel (c) is plotted for 40 m.
Error bars indicate the 95% confidence interval for the meand legisa bootstrapping approach.
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Figure 2.8. Surface and near-surface normalized composttesGaminutes (abd) and non-
normalized composites a& 15 minutes (eDf). The plotted variables are&falb)! X, (c)

surface latent heat flux, (d) surface sensible heat flux;g@gtation water (rain intercepted by
and collecting on leaves), and (f) stomatal resistance (notettogar vertical axis). Panels (a)
and (b) are plotted far~ 20 m and are computed relative to a time-varying horizontal domain
mean, while all other variables are surface quantities.
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Figure 2.9. Paneka)P(b) show composite (non-normalized) radius-height cross-sectiblisiof

t = 30 minutes. White curves are the zero-contours, and blackssarevihe composite wind
vectors in the-z plane. The arrow in the upper-right corner of each of these pzaseks
magnitude of 1 m's. In order to conserve storage space on local machines during thésanalys
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process, only one-fourth (one-eighth) of the WEDIL (DRY-SOIL) cold pools, evenly
distributed across time and space (~400D500 cold pools in both casew)luaied in all radius-
height composites, and the data at even-numbered vertical levelst @etted. Panel (a) shows
the WET-SOIL composite and panel (b) shows the DRY-SOIL comp@steels (c) and (d)
show (non-normalized) radius-height cross-sections of latent heatingpaling rates from
evaporation and condensation (outputted by the model as five-minute averabesS)VET-
SOIL and DRY-SOIL simulations, respectively. The specifichodtfor generating the plots is
described in the text. White curves are zero-contours.
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Figure 2.10As in Figures 2.9c and 2.9d, but for the time-maximum compolsitel mixing
ratio (sum of cloud liquid and cloud ice) (panels a and b) and famtieemaximum composite
rain water mixing ratio (panels ¢ and d).
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Figure 2.11. Time evolution of non-normalized composites of temperperturbatior ¥
(panels a, c, and e) agfi(panels b, d, and f). The times plotted taxd 30 minutes (panels a
and b),t =5 minutes (panels ¢ and d), @& 90 minutes (panels e and f).
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Figure 2.12. Summary schematic. Panel (a) represents theS@HTsimulation (but also
applies for the DRENCHED-SOIL and MID-SOIL simulations), paael (b) represents the
DRY-SOIL simulation (but also applies to the PWP-SOIL simulatiBo}h diagrams are
vertical cross-sections in tmez plane, with the left edge of each diagram corresponding @
km. The blue flags (cold front symbol) represent the cold pool boundanpli&@and orange
above-ground shading represent the perturbation water vapor mixing ratig€or drier than
domain nean blue = more humid than domain mean). The black arrows depictdbierelevant
aspects of the wind field in thiez plane (stronger wind = longer arrow). The light blue arrows
represent the surface latent heat fluteddFs), and the red arrows represent the surface sensible
heat fluxes (SHFs). Stronger fluxes are indicated by thickewar Finally, the light blue below-
ground shading represents the location of the wet patch (Drager & vafedger, 2017), where
the soil and vegetation have been soaked by cool rain water.
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CHAPTER 3: LESS PORRIDGE FOR GOLDILOCKS: AN INTERMEDIATE -SOIL
MOISTURE DISADVANTAGE IN AFTERNOON PRECIPITATION MODULATED BY
VEGETATION

3.1 Introduction

In EarthOs climate system, soil moisture and precipitagoinextricably linked as part
of a broader global hydrologic cycle (Rodell et al., 2015). The couplingebatsoil moisture
and precipitation exhibits multiple layers of complexity. At tmepdest level, water escapes
from the soil into the atmosphere via evapotranspiration (combinegitatien by plants and
evaporation of liquid water from the soil surface) (Hillel, 20@)ce in the atmosphere, it is
able eventually to condense and return to the soil in the form adpjpation (Eltahir & Bras,
1996; Hillel, 2003). However, the fact that moisture is recycledidsst the soil and atmosphere
does not necessarily guarantee that increases in soil moistuyesigilocal enhancements in
precipitation. Indeed, multiple studies over the past several debate identified scenarios in
which the atmosphere produces more local rainfall over dry sonsother wet soils (e.g., Giorgi
et al., 1996; Taylor et al., 2012), as well as scenarios in whecheverse is truee(g.,Findell et
al., 2011, Findell & Eltahir, 1997).

The processes governing the response of rainfall to soil moistuheasimmoundary layer
growth and the development of convective clouds, are not explicitly repedse most coarse
global models (Randall et al., 2003). Instead, both weather forerabtdimate predictions rely
on parameterizations that are designed to capture the esseeikad the various processes
while remaining computationally efficient. The limitations of gaparameterizations, such as
their difficulty reproducing the observed diurnal cycle of precipitatiargnowski et al., 2018;

Dirmeyeret al, 2012; Rio et al., 2009), are well documented and highlight the need for
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improved process-level understanding. Enhanced process-level understandengailf t
moisture-precipitation relationship will not only improve confidenceodel projections of
conditions such as drought, but also enable the formulation of streft@gogsimizing the
efficiency of agricultural practices such as irrigation (Lans2017).

As mentioned above, previous studies have identified both Owet-soil adZaatatye
Odry-soil advantageO regimes with respect to precipitation. @silira controls the amount of
water available for transpiration by plants and evaporation of ligatdr from the soil surface,
together termed evapotranspiration (Stull, 1988). For a given amountioofing solar radiation
(hereaftelinsolatior), and for a given amount of heat flux into the ground, surface energy
balance requires that increases in evapotranspiration (laterfluixea) be accompanied by
compensating decreases in sensible heat fluxes (Stull, 1988). Wéhsailtis dry,
evapotranspiration is suppressed, and insolation results in substaytirmledaarming of the
uppermost layer of soil, which in turn supports strong sensible logasfinto the atmosphere
(Stull, 1988).

In the context of disorganized afternoon boundary layer cumulus clouds, whitttea
focus of the present study, wet soil can favor production of preagpitay such clouds by
inducing strong latent heat fluxes that inject water vapor into the boulagar. As water vapor
accumulates, the level of free convection descends below thettop lmbundary layer, and the
boundary layer circulations can then result in convective cloud form@iodell & Eltahir,
2003a). Wet soil is most likely to favor precipitation under conditairtsgh free tropospheric
stability, which suppresses boundary layer growth and thus supports thedepgumulation
of water vapor in the boundary layer (Ek & Holtslag, 2004; Ek & N)dt894; Findell & Eltahir,

2003a; Gentine et al., 2013). On the other hand, the sensible heatabsoeiated with dry soil

51



generate static instability within the boundary layer that spurd kapindary layer growth and
strong boundary layer circulations that are able to ascend to thetdxext convection (Ek &
Holtslag, 2004)A dry-soil advantage regime is most likely to occur when the early morning
lower troposphere is moist and exhibits relatively low stasibibty (Ek & Holtslag, 2004;
Findell & Eltahir, 2003a; Gentine et al., 2013).

Findell and Eltahir (2003a) propose a quantitative framework for piegliasthether a
wet-soil or dry-soil advantage is most likely, based on the propertid® @arly morning (~6:00
LT) vertical profiles of temperature and humidity. Speclficahey introduce a convective
triggering potential (CTP) and a low-level humidity indexgljl Under this framework, it is
possible to map the location of a given sounding in EMR- space to one of three possible
outcomes each for wet and dry soils: no convection, non-precipité@tigw convection, or
precipitating deep convection. No predictions are made about the @ewmsat of rainfall. A
wet-sdl advantage is said to occur when, according to the frameworlsoiNgtare expected to
produce deep convection and dry soils are not, or when wet soilspaetezkto produce
shallow convection and dry soils are expected to produce no convectionsaildagvantage
occurs under opposite conditions.

The wet-soil and dry-soil advantage regimes discussed above refaggilyrio the
OtemporalO perspective of the soil moisture-precipitation retagiondiich considers whether
days with relatively wet soil experience more or less pretipitgor, in some studies, earlier or
later onset of precipitation) than do days with relatively dry saidell et al., 2011). This
approach contrasts with the OspatialO perspective, which concarhetemgeneities in soil
moisture and their relationship to the locations where rain(fBdiglor et al., 2012). Both

perspectives are important, and a recent study (Guillod et al., B8 proposed an elegant
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unification of the two. Nevertheless, for purposes of the ptegerk, the temporal approach is
of primary interest, and spatial heterogeneities in soil moister@ot considered.

Previous studies have used several different approaches to invegtegatimoisture-
precipitation interactions. These include analytic and simple nuahenxdels €.g.,Findell &
Eltahir, 2003a; Gentine et al., 2013); one-dimensional modejskk & Mahrt, 1994); global
and regional Earth system models with parameterized convectionrahslidacesd.g.,
Hohenegger et al., 2009; Koster et al., 2004); regional convectiontpiegmodel simulations,
in which convective motions begin to be resolved (e.g., Hohenegger26G8), and high-
resolution large-eddy simulations, in which convective clouds are resahgeturbulent eddies
begin to be resolved (Chlond et al., 2014; Cioni & Hohenegger, 2017; Draajer2€20; Kang,
2016; Kristianti et al., 2018Fven though regional convection-permitting simulations and high-
resolution large-eddy simulations resolve various aspects of convectidfetong degrees, all
of these models still parameterize the land-atmosphere itgrscThe ubiquity of such
parameterizations across scales further highlights the needdorederstand these interactions.
Observational work assessing statistical relationships betwdenasiure and precipitation has
also been successfully performedg(,Findell & Eltahir, 1997; Ford et al., 2015; Yuan et al.,
2020) While observational studies are critical for evaluating the phygroalesses involved,
one important limitation inherent to observational work is thatiinpossible to conduct
controlled experiments in which only one parameter (e.g., soitunejss changed at a time. As
a result, inferring causality is not straightforward (Santaretlal., 2017; Tuttle & Salvucci,
2016). Another limitation is that key physical parameters, such laestire and soil moisture,
are heterogeneous and difficult to measure (Mohanty & Zhu, 2007), anavkegan

measurements are available, there is no guarantee that thbg vépresentative of their
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surroundings (NicoléShaw et al., 2015By contrast, while there certainly exist shortfalls in
numerical modelsO parameterizations, one strength of such makiaighsy provide a
complete spatiotemporal record of the events being simulated, antiaeosted process rates
allow diagnosis of physical mechanisms.

The present investigation, therefore, is conducted using an idealizedcaim®deling
approach. In this approach, the problem of interest is simpldiéd bare essence so as to
remove complicating factors and confounding variables. The initial ¢onsliare horizontally
homogeneous, there is only a single soil texture and vegetation tgaehrsimulation, and there
is no topography. Coriolis acceleration is also omitted, and the diurna@ of/aisolation is
spatially uniform. The lateral boundaries of the perfectly squareidamaperiodic. This
contrasts with case-study modeling based on observed events, in whighhstarogeneity
complicates attempts to attribute precipitation events topthefec soil moisture levels or
patterns. Case studies are useful because they can be used batHigihsba mechanisms
governing observed events and to evaluate models using observations. Howewvarewhosen
to use idealized modeling because such an approach minimizes complexdgr to maximize
interpretability.

Two recent studies (Drager et al., 2020; Hohenegger & Stevens, 20&3)raavn
attention to a particular threshold in soil moisture-convection ictierss: the permanent wilting
point (PWP). The PWP is, for a given soil texture, the le¥/ebil moisture below which typical
plantsO roots are unable to remove any liquid water from the.saiH{llel, 2003). Soils drier
than the PWP hold onto their water too tightly for root uptake oérnvand as a result,
transpiration by plants shuts down. HoheneggetStevens (2018) found using idealized

convection-permitting modeling that spatial differences in soil masivhere one region is
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moister than the PWP and an adjacent region is drier, inducestiregionto-dry region flow
that initiates convection over the dry region. It was found in tigedaddy simulations of Drager
et al.(2020) that as the initialization soil moisture decreasesédsl®elow the PWP, the
character of convective cold pools (Drager & van den Heever, 2017) crebrgesly and
dramatically. However, this study did not probe surface rainfalimulations. In further
examining the simulations of Drager et al. (2020), we have founth#naimount of domain-
mean accumulated precipitation is substantially lower for iragiibn soil moistures that are just
above the PWP than for very moist or very dry soils. The presmhktsgeeks to examine this
non-monotonic soil moisture-precipitation relationship. In general, presious high-resolution
numerical modeling studies examining the soil moisture-precipitegiationship have not
directly examined trends in accumulated precipitation as a furaitiesil moisture relative to
the PWP. Some have used an idealized setup but examined only stiresoébove the PWP
(Cioni & Hohenegger, 2017; Kristianti et al., 2018hlond et al. (2014) do sample below the
PWP but only simulates non-precipitating cumulus, and Kang (2016) does raotasistic soil
parameterization, instead opting to specify the ratio of sertsittdéent heat fluxes (the OBowen
ratioO). Others have used a case-study setup in which the @iitiabssture is nonuniform such
that behavior near the PWP threshold cannot be assessed degrtBarthlott & Kalthoff,
2011; Hohenegger et al., 2009).

In light of the findings and limitations of previous work, the prestemysis guided by
the following question: How does the permanent wilting point modulaterdagpitation
response to changes in soil moisture, and how does this modulation dependr@rabteristics
of the land surface? Based on results from the simulations pedambrager et al. (2020), the

examination of which served as the impetus for the present wdecraase in precipitation is
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expected for soils just slightly moister than the PWP. But whgsical processes drive this
trend in precipitation? Furthermore, Drager et al. (2@28jnine only a single soil texture and
land covering type, with five initial soil moistures. The prestmtly seeks to sample the soil
texture, land cover, and soil moisture parameter space moreefmngively in order to
elucidate the physical mechanisms behind the described precipitegmmse.
3.2 Materials and Methods

High-resolution, cloud-resolving model simulations are performed usingpir@source
Regional Atmospheric Modeling System (RAMS), version 6.2.10 (Cottah, &003; Saleeby
& van den Heever, 2013), which is fully coupled to the Land Ecosystendphare Feedback,
version 3 (LEAF-3) soilbvegetationbatmosphere transfer schemd 992e Walko et al.,
2000). The LEAF-3 scheme uses a modified big-leaf framework iohwnlayer of vegetationN
when vegetation is presentNcovers the entire surface. A layeanafpy air exists in which
vegetation is embedded, and there are distinct vegetation tempegatdreanopy air
temperatures. LEAF-3 also contains a soil model with a useifispgeaumber of solil layers,
each with its own volumetric soil moisture and temperature. Flofxesnsible and latent heat
are parameterized using a voltage-resistance approach. Difecesevaporation follows the
RAMS Technical Manual (Mission Research Corporation, 1997), angiratisn followsLee
(1992). Under vegetated scenarios, transpiration is controlled by astoesstance that
responds to temperature, insolation, and water stress, and at amyirgivstep and location, it
extracts weer from whichever soil layer in the root zone has the greswédstater potential.

All simulations have been conducted using the Navy Department of Defense
Supercomputing Resource Center Cray XC40 sy§tenrad As in Cioni and Hohenegger

(2017), the horizontal grid spacing of the numerical experiments im288d the horizontal
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dimensions of each simulationOs domain are 108 k00 km. The lateral boundary conditions
are periodic. The vertical grid spacing increases from 40 m ineautface to 250 m aloft with a
stretch ratio of 1.025 and a total of 127 vertical levels. Banhlation is run from 7:00 LT to
21:00 LT, so as to capture a single afternoon convection event. Thie-BEakd surfaces
configured with 11 soil layers extending to a depth of 0.5 m, anditied soil temperatures are
slightly warmer than the lowest level of the atmosphere, folloRirager et al. (2020) and Grant
and van den Heever, (2014).

This research is undertaken in conjunction with the Office of NResearchOs
Prgpagation of IntraSeasonal Tropical OscillatioNs (PISTON) fealishpaign, one of whose
goals is improve our understanding land-ocean-atmosphere interactionseoRéilippine
archipelago (Office of Naval Research, 2016). Simulations araliméd with a modified
morning sounding from the Laoag site on the island of Luzon in the Philippinéshe initial
state is horizontally homogeneous except for pseudorandom thermal pestiglathe lowest
~520 m of the atmosphere, following Drager et al. (2020). Initial wamd<alm. When the
methods of Findell and Eltahir, (2003a) are applied to the initial soundahges of CTP = 204 J
kg' ! and Hlow = 10.6 K are obtained. According to this framework, these indiee® the
sounding in dry-soil advantage regime but near a transition zone (in thellkl Blane)
between wet soil-advantage and dry soil-advantage regimes.

Other aspects of the model setup are identical to those in Drtagle(2020). Of these,
we note that the RAMS two-moment, bin-emulating microphysics sehdgth eight
hydrometeor classes is used (Meyers et al., 1997; Saleeby & Gfii#h,2008; Saleeby & van
den Heever, 2013). The LEAF-3 scheme has sophisticated interactibriteevmicrophysics

scheme. Precipitation is allowed to be intercepted by leaveshamternal energy of falling
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hydrometeors is able to influence the temperature of the suRatBermore, precipitation
replenishes the soil moisture. We also employ the two-stradiative transfer scheme of
(Harrington, 1997), with radiative fluxes and heating rates updatey 80@ seconds, as well as
a modified form of the Smagorinsky turbulence parameterization (Deagé, 2020; Hill, 1974;
Smagorinsky, 1963). There is no topography or Coriolis acceleration.

We perform forty simulations, each representing a unique combinatgmil &fpe (silty
clay loam or clay loam), land cover type (bare soil or wooded gnasknd soil moisture
(25%, 40%, 45%, 50%, 55%, 60%, 65%, 70%, 75%, or 95% of soil saturtfooded
grassland occupies much of Luzon, and bare soil is tested in ordsess dhe role of
vegetation. The soil moisture values are chosen in order to extimipeatire soil moisture
spectrum, from very dry to very moist, and a fine soil moistutezval of 5% is used over 40%
to 75% in order to provide high OresolutionO for soil moistures rangingusbbelow the
permanent wilting point to just above the field capacity. SIlly toam and clay loam are
chosen because, as formulated in LEAF-3, they have similar tsatuvalues of volumetric soil
moisture (0.477 /m' 3 and 0.476 rhm' 3, respectively) and field capacity (0.322 m 3 and
0.325 ni m'3, respectively) but substantially different permanent wilting pd&18 ni m'3
and 0.250 rhm' 3, respectively). Both soil types are prominent in Luzon accordingetRAMS
soil type database. Therefore, by testing these two soil tygesrerable to vary permanent
wilting point while approximately controlling for field capacity aradusation volumetric soill
moisture, without substantial loss of realism. It should be notedngermanent wilting point
and field capacity in LEAF-3 are not specified but are rathleulzded based on other soill
parameters prescribed for each soil texture. This fact lmsrtportant implications: (1) it would

be impractical and potentially unrealistic to hold saturation valuensoil moisture and field
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capacity values precisely constant while varying only the permandimgaploint; and (2) the
two soil types examined here have other differences that influeacesses such as heat and
moisture conduction beyond the three parameters discussed here, adehezefan expect
variation between simulations with different soil textures beyondwheth can be attributed to
differences merely in field capacity and permanent wilting point.

Calculations of variables derived from parcel theory, such as coveestnilable
potential energy (CAPE) and the level of free convection (LFR€)parformed using a version
of the getcape.F code (version 1.04) from Cloud Model 1 (Bryan &dRri2002) that has been
modified to use the physical constants and thermodynamic formulagwRaWS. All
calculations are pseudoadiabatic, and the latent heat of freezniogdsnsidered.

In order to assess statistical significance of trends indotalmulated precipitation, we
partition the 100 kr# 100 km domain into an#®8 grid containing a total of 12.5 k#12.5 km
subdomains. The mean precipitation is calculated for each of th#&@émains, and 95%
confidence intervals for the mean are constructed using bootstrappiagprdbess assumes that
the subdomains are statistically independent of one another, which ajgpeapproximately
true given the small cloud sizes. In increasing the number of subdoimaiaisies as large as
400, we find that the confidence interval bounds exhibit minimal semgitovihe number of
subdomains.

3.3 Results
3.3.1 Overall Results

Figure 3.1 shows the total domain-mean accumulated rainfall oveotinge of each

simulation, as a function of initial soil moisture saturatioetfca. The four curves correspond

to the four series of simulations outlined in Section 3.2: (1) woodessignd and silty clay loam
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soil; (2) wooded grassland and clay loam soil, (3) bare silty clay tmal; and (4) bare clay
loam soil. Series 1 and 2, in which vegetation is present, exfuaiitatively similar variation in
accumulated rainfall as a function of initial soil moistusegda Series 3 and 4, in which
vegetation is absent. In all four series of simulations, tisdnmited soil moisture sensitivity for
the driest and wettest soil moisture initializations.

When vegetation is absent (Series 3 and 4), rainfall increaadg menotonically with
increasing soil moisture. By contrast, when vegetation is préSeries 1 and 2), the curvesO
interiors are V-shaped, with the least rainfall occurring fo-range values of initial soil
moisture. As will be discussed later, the local minima ineSer and Series 2 occur for values
slightly moister than the respective soil typesO PWPs.

The initial soil moisture in these simulations potentially affewt only total
precipitation accumulation, but also the timing of precipitation. [Ei§@a shows time series of
domain-mean accumulated rainfall for all ten simulations ireSdrilwooded grassland, silty
clay loam). Between 12:00 LT and 16:00 LT, the curves are clustécethree main groups.
The three driest simulations (initialized at 25%, 40%, and d686il saturation) exhibit the
earliest precipitation, where Oprecipitation onsetO may bedi&finecur when the domain-
mean accumulated precipitation first reaches ~0.02 mm. Amafiee absolute metric, which is
not shown but yields the same interpretation of results, is tleedtiwhich 1% of the domain has
received 0.01 inches (0.254 mm) of rain. The three driest sionsgatire followed by the four
wettest simulations (65%, 70%, 75%, and 95%) and then by the thneeadtate-wetness
simulations (50%, 55%, and 60%). The corresponding time seriesries 2 (wooded
grassland, clay loam) behave qualitatively similarly to theeSeritimes series, although in

Series 2 there is no delay in the intermediate-wetness siomsi@ onset of precipitation relative
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to the wettest simulationsO onset of precipitalio8eries 3 (bare soil, silty clay loam; Figure
3.2b) and Series 4 (bare soll, clay loam; not shown), wet soitxgéy exhibit an earlier onset
of precipitation than do dry soils.
3.3.2 Simulations with Vegetation

When dense vegetation is present, as in Series 1 and Seraasgiration plays a
significant role. By contrast, when vegetation is absent, agiesSand Series 4, there is no
transpiration, and therefore all surface latent heat fluxes at& evaporation from the top soill
level into the atmosphere. In LEAF-3, as in nature, transpiraind evaporation are governed
by different factors. Transpiration is modulated by a stomatal camttethat depends on
carbon dioxide availability, photosynthetically active radiation, tenipe¥aand water stress, the
latter of which has contributions both from soil moisture and fronmtimeidity of the near-
surface air (Lee, 1992). Since LEAF-3 does not track carbon diogitentrations, it is
assumed that sufficient carbon dioxide is always available. Aawgetype-dependent b&as
stomatal conductance is then multiplied by several factors rangimgdfito 1, each representing
one of the remaining processes that modulate stomatal conductanceathleenatical form of
these factors, along with threshold values, can be fou(iceen 1992).
3.3.3 Examination of Series 1

We now discuss the results from the ten Series 1 simulationsaih &arting at the
beginning of each simulation, the factor that immediately actstmgiuish the drier-soil
simulations from the wetter-soil simulations is the soil mogsttomponent of the water stress.
Figure 3.3a shows how this factor varies as a function of soil meigtuboth the silty clay
loam and clay loam soil types. Below each soil typeOs PWPttiglicative factor is very

close to 0. Above the PWP, the factor sharply increases to nediherefore, transpiration is a
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strong function of soil moisture via the soil moisture-based vgatess control on stomatal
conductance.

Figure 3.4a shows time series of stomatal resistance (tipeaeal of stomatal
conductance) for the ten simulations in Series 1. Indeed, soomhaftesmulations are
initialized, the stomatal resistance in the three driestilsitions diverges from that in the seven
wettest simulations. (This divergence is not instantaneous due tB-BBA built-ie-folding
time of 15 minutes for changes in stomatal resistance.) Asirthéations progress through the
afternoon hours, the stomatal resistances in the three driesatsoms grow by several orders of
magnitude (note the logarithmic vertical axis), whereas the sabnegistances in the seven
wettest simulations remain approximately constant until sunset thiedack of
photosynthetically active radiation limits photosynthesis and thus insrstiseatal resistance.
The threshold separating the group of three dry simulations from the gfrsapen wet
simulations appears to be the PWP, which occurs between 45% and S&@rafion for the
silty clay loam soil type used in Series 1.

In LEAF-3, transpiration is limited to 400 W' The remainder of the latent heat flux is
accomplished by evaporation of water from the top soil level intaitrebove. This surface
evaporation is driven by the difference between the soil-surfater wapor mixing ratid-yn)
and the canopy-air water vapor mixing rafjg,,,«;. Following the RAMS Technical Manual
(Mission Research Corporation, 1997), the valug@j,is calculated by combining formulas
from (Philip, 1957) and (Lee & Pielke, 1992), and it has an explependence on the field
capacity but not the PWP. Figure 3.3b shows Bpw,depends on soil moisture for
representative values §f,.+i, surface temperature, and surface pressure. Notg,thgs

essentially constant above the field capacity, which is nearly eadéfor the silty clay loam and
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clay loam soil textures, and approaches the presctipge; value ofF1iHj W for saturation
fractions below ~0.2 (20%). In between these two extremes itha gradual transition inrdct
surface evaporation from dry soils to wet soils. This tramsitontrasts with that for stomatal
conductance, which more closely resembles a step function centeredenBsVP.

In Series 1, surface evaporation does play a role in determivertgtal latent heat flux,
which reaches values well above the transpiration limit of 400' %W The total latent heat fluxes
in Series 1 (Figure 3.4b) appear to be dominated by transpiratithg s@me partitioning into
three dry-soil and seven wet-soil simulations as in Figure 3.4gp&ent. However, there is
more variation in latent heat fluxes within each of the two grdugas ¢an be explained by the
variation in stomatal resistance. It can therefore be conclhdethie within-group variation in
latent heat flux is due to differences in surface evaporatigraricular, during the time range
of ~11:00 LT to ~16:00 LT, the latent heat flux increases aglirsitil moisture is increased
from 50% to 65% (just below the field capacity). For those sinamgatnitialized with soll
wetter than the field capacity, there is minimal variatioratert heat flux with increases in the
initial soil moisture.

Since the sum of surface latent and sensible heat fluxegétaonstrained by surface
insolation and albedo, which do not vary appreciably across the Sermaslations (not
shown), increases (decreases) in surface latent heat flenoss gimulations translate (to first
order) into decreases (increases) in surface sensible irezd. fFigure8.4c shows time series of
sensible heat fluxes for the ten simulations in Series 1.a&solvserved for latent heat fluxes,
the simulations are partitioned into two groups: three simulatiotalized with soil drier than
the PWP, and seven simulations initialized with soil wettan tha PWP. Again, there is

variation within each group, although the absolute values of the within-diffagences in
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sensible heat flux are smaller than those observed for laterftthest The lower magnitude of
within-group sensible heat flux differences is likely due to a cporeding increase in ground
heat flux associated with top-soil layer heating under dry-soil tiondi

When soil is drier than the PWP, latent heat fluxes diminisheltyeboosting the
sensible heat fluxes. The stomatal resistance increases yauenio decreased soil moisture,
but also due to increased temperatures and increased vapor prefsiise Bigt even within the
set of three driest simulations, latent heat fluxes incre#@bencreasing initial soil moisture, and
sensible heat fluxes decrease. Surface evaporation incre#is@scneasing soil moisture over
the sub-PWP range of soil moistures examined (25% D 45% of satuFagjure 3.3b).

We now discuss the implications of changes in sensible and latefiuliea across
simulations. Stronger sensible heat fluxes drive stronger boundaryéayieal motions (Figure
3.5). The two driest simulations displayed here (the 40% initial soisture simulation is
omitted) exhibit much stronger boundary-layer vertical motions than csetlemn wettest
simulations, to the extent that different color scales mustdxtfos the two groups in order to
be able to discern the within-group trends. The three driest+suilaions (one of which is not
shown) also exhibit the deepest boundary-layer circulations.

These boundary-layer motions, in turn, generate clouds near the hephafitndary
layer. Cloud fraction values (Figure 3.6) are greater, and cloadieaper, in the two driest
simulations than in the seven wettest simulations. This incresmadiness translates into
greater amounts of precipitation aloft (Figure 3.7). At heightsdet ~2 km and ~5.5 km,
precipitation is much greater in the two driest-soil simatatithan in the seven wettest-soll
simulations. Nearly all of this precipitation exists in tbeni of rain (not shown). Therefore, it

can be inferred that more precipitation is produced and/odloftthe two driest simulations
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than in the seven wettest simulations. The implications for tloeanof precipitation reaching
the ground will be discussed later in this section.

The seven wettest-soil simulations exhibit much larger sulééeet heat fluxes (Figure
3.4b) and much smaller surface sensible heat fluxes (Ftckthan do the three driest-soll
simulations. Therefore, the near-surface temperatureswaese (Figure 3.4f) and the near-
surface water vapor mixing ratios are higher (Figure 3.4e). Tdmsbine to increase the near-
surface relative humidity (Figu®4g), which in turn lowers the lifted condensation level (not
shown) and the LFC (Figuf@4h). This lowering of the LFC enables near-surface-based parcels
to reach their LFCs without undergoing as much ascent as would oéaé&eviequired. Among
the seven wettest-soil simulations, the driest (initializeaD&b of saturation, hereafter S50)
exhibits the lowest LFC, and the wettest (initialized at 95%atiration, hereafter S95) exhibits
the highest LFC (Figure 3.4d). Within the same group of seven siongdaboundary layer
relative humidity is lowest in S50 (within the lowest ~1.3 km ofdtreosphere, and lower than
the S95 value by as much as ~7.5 percentage points; not shown). Ak, anoe®nly do S50
parcels need to ascend more in order to reach their LFC, butitbegndrain drier air as they
rise, thereby reducing their ability to reach their LFC.

The amount of entrainment may be greater in S50 as well givethihatmulation
exhibits stronger boundary layer motions in general than do the progressattdr-soil
simulations. Therefore, the difference between the parcel tiiesgd LFC and the higher-
altitude (due to entrainment) actual LFC may be greater int&i0in the wetter-soil
simulations, further limiting the amount of moist convection in S50 coscp® the wetter-soil
simulations. Although the effects of increased LFC height may be caate#é somewhat by the

increased strength of boundary layer updrafts in S50, the latteamglyi does not dominate, as
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less precipitation ultimately forms in S50 than in the wettdrssmulations (Figure.4i
provides some indication of this).

Not all of the rain that is produced by the boundary layer cumulus clotitsse
simulations reaches the ground, especially in the three driéstrsalations. This fact is readily
apparent from the first two panels in Fig@ré, which exhibit substantial vertical gradients in
precipitation mixing ratios within the lowest ~2 km of the atpih@se. Several factors influence
the proportion of rain reaching the ground, including vertical air motransdrop size
distributions, and the depth and dryness of the subcloud layer.

The subcloud-layer saturation deficit, i.e., the difference betweesaturation water
vapor mixing ratio and the actual water vapor mixing ratio, vamesendously across
simulations (not shown; see Figure 3.4d for near-surface valugbg three driest-soil
simulations (S25, S40, and S45, using the same naming convention as aboajr#ies
deficit is larger than in the seven wettest-soil simulatibnsthermore, the subcloud layer is
deeper in the three driest-soil simulations. Thereforenéatiin drops have both more time to
evaporate and a stronger evaporative forcing in the three driestrsoiations, and as a result,
the fraction of rain that reaches the surface is much Idveerih the wetter-soil simulations.
Among the seven wettest-soil simulations, there is a greater2(byg kg') boundary-layer
saturation deficit in S50 than in S95 (not shown). As a reschinibe expected that a greater
fraction of rain will evaporate before reaching the surface in(8&®Figure 3.7), thereby
resuting in less surface precipitation.

Assessing the vertical air motions within rain shafts would requimore sophisticated
analysis than is performed here and is thus left for future withiough composites from Drager

et al.(2020) suggest that rain shaft downdrafts are stronger under driscedrios. Mass-
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weighted mean drop sizes (averaged across all points at a givewitbvalrain mixing ratio
greater than 0.1 g k) at the top of the subcloud layer are nearly identical fafalie Sers 1
simulations (not shown). Therefore, differences in the drop sizébdisbn across simulations
are unlikely to have any effect on the trends in surface rainfall.
3.3.4 Timing of Precipitation Onset

We now discuss the mechanisms behind the differences in precipaatentime across
the simulations in Series 1. As discussed previously, the onsetfate rainfall is earliest in the
three dry-soil simulations (S25, S40, and S45) and later in the s@tesoil simulations.
However, among the seven wet-soil simulations, the four wettéstisailations (S65, S70,
S75, and S95) exhibit an earlier onset of surface rainfall thémedibree drier-soil simulations
(S50, S60, and S65). In order for precipitation to form in any givealation, lower boundary
layer-based parcels must ascend beyond their lifted condensationdenkldeally their LFCs,
although this is not strictly required). Once cloud droplets have thrthey must undergo
transformation into rain drops if surface precipitation is tonfoFhis requires them to be present
in sufficient concentration to be able to undergo collision-coatescd he resultant rain drops
will reach the ground provided that they do not fully evaporate and atefteck by updrafts.

The white curves in Figure 3.5 indicate the LFC time evolutioré&ch simulation. The
dry-soil simulations (S25, S40, and S45) experience the earliegpifagon because there is
more surface sensible heating. This sensible heating causesapidrbaundary layer
development and thus stronger boundary layer vertical motions. These motbies garcels to
reach their LFCs, despite the fact that the LFCs are higharin the seven wet-soil simulations.

Even though the boundary layer motions reach their maximum magnitudes arosachéheme
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in each of the simulations, these motions are much weaker avettadl wet-soil simulations
than in the dry-soil simulations.
3.3.5 Role of the Permanent Wilting Point

The trends in Series 2 (wooded grassland, clay loam; Figur@a®)8)y mirror those in
Series 1 (wooded grassland, silty clay loam; Figure 3.4), althbegh &re some important
differences. Recall that the silty clay loam soil type @®=ti) has a permanent wilting point
between 45% and 50% of saturation, whereas clay loam (Series &) peamanent wilting point
between 50% and 55% of saturation. Therefore, while the S50 sionuillatseries 1 is
initialized with soil that is moister than the PWP, the S5Mukition in Series 2 is initialized
with soil that is drier than the PWP.

It was shown previously that the PWP governs stomatal conductandeuaridtént heat
fluxes, and it was speculated previously that it is by virtu@iefRWP threshold that the Series 1
simulations are divided into a group of three dry-soil simulatiodsaagroup of seven wet-soil
simulations. Examination of FiguB8 reveals that for Series 2, there are four dry-soil
simulations and six wet-soil simulations: the S50 simulation hasdadhe dry-soil group. Given
that the S50 simulation is drier than the PWP in Series 2 birt S@ries 1, this result provides
evidence that it is indeed the PWP threshold that divides the two groups
3.3.6 Without Vegetation

In the absence of vegetation (Series 3 and Series 4), tmerérénspiration, and so latent
heat fluxes are governed entirely by surface evaporation. ThergferWP threshold, which
does not enter the calculation of surface evaporation, does notditagtarole. Recall that the
transition in surface evaporation from dry soil to wet soil is maohe gradual (Figurd.3b)

than that of transpiration (Figure 3.3a). As a result, eachategefree series of simulations
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exhibits a smooth transition from dry-soil to wet-soil, rather graabrupt transition at the
permanent wilting point that partitions the series into two groupsseen in the vegetated
simulations.

Given surface evaporationOs dependence on field capacity (~68% for ltgfresoi
tested; Figure 3.3b), surface evaporation might nasvely be expediechtvery weak function of
initial soil moisture for values at and above 70%. However, thersmgdture at the top soil level
decreases substantially over the course of the day in many ahillatgons, and as a result, the
three wettest-soil simulations (S70, S75, and S95) do exhibit divdosgbavior as the
simulations progress (FiguB2b).

Overall, in Series 3 and Series 4 (non-vegetated), margeaierally reaches the suwéa
under wet-soil conditions than under dry-soil conditions (Figure 3.1).rébidt contrasts with
the results from Series 1 and Series 2 (vegetated), for Wieahost rain reaches the surface
under dry-soil conditions and the least rain reaches the surfaseil®slightly moister than the
permanent wilting point. Furthermore, for the wet-soil simulatioesayly 300% more rain
reaches the surface in the non-vegetated simulations than in thatgdgemulations.

Different processes dominate when vegetation is present than wheatieegis absent.
Most obviously, there is no transpiration; all latent heat fluakes the form of direct surface
evaporation. It appears that two primary factors are respomsititee trends in the non-
vegetated simulations. The first is that the latent heat flux#ee non-vegetated wet-soll
simulations are enhanced compared to the vegetated wet-soil somsii@tot shown) by virtue
of greater top soil layer heating (due to the lack of shading by vieggtathese effects enable
the development of large amourxs G111 W) of convective available potential energy

(CAPE, not shown) and very low LFCs (~800 m). Deep convection iSthergble to form in
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the wet-soil, non-vegetated simulations, resulting in enhanced raiftiallsecond factor
responsible for the trends in the non-vegetated simulations isshafsafound for the vegetated
simulations, a greater fraction of the rain that is producaches the surface under wet-soil
simulations than under dsdl simulations due to the presence of a moister subcloud layer and
therefore less subcloud evaporation of rain.

3.4 Discussion

In this study we have discussed an Ointermediate-disadvantage@issoitm
precipitation relationship in which soils slightly moister thanRN®P receive less rain than do
very wet or very dry soils. Under this regime, intermediaterasg soils also experience the
latest onset of precipitation. The Ointermediate disadvantag@® oaly when vegetation is
present, as it is largely the vegetation, via transpirationjrtbkées the PWP relevant.

Under the vegetated conditions tested in this study, the strong sémesbRuxes
induced by dry soils promote strong boundary layer vertical motions thabke to reach and
exceed the LFC, which spurs condensation and the formation of preaipitdowever, much of
the precipitation evaporates before reaching the land surface theedyness of the boundary
layer. On the other hand, when solil is wet, latent heat flesedtrin moistening of the near-
surface layer and therefore act to lower the LFC. This lowerfitige LFC enables the relatively
weak boundary layer motions to reach the LFC more easily.

In vegetated intermediate-soil moisture simulations initialized soil slightly wetter
than the PWP, the sensible heat fluxes are slightly strongenthiag wet-soil simulations, and
the latent heat fluxes are slightly weaker. These changes stcehgthen the boundary layer
motions and increase the LFC relative to the wet-soil sinomgtiEvidently, the slightly

increased boundary layer motion strength is insufficient to offsedfteets of an increased LFC
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in terms of precipitation. The boundary layer as a whole beconersluoin in the wet-soil
simulations, which acts both to decrease the relative humiditynwipdrafts and to promote
subcloud evaporation of falling precipitation. As a result, thenmdiate-soil moisture
simulations receive just over half as much precipitation as dedhsoil and dry-soll
simuations.

Most previous work examining soil moisture-precipitation interactiosbasidered
only monotonic responses, in which precipitation either increases r@ades consistently with
increasing soil moisture. One exception to this is Barthlott amithétb(2011) who obtained an
intermediate-soil wetness advantage when considering wet soilpoldrgial existence of non-
monotonic responses, as suggested by both Barthlott and Kalthoff (2011) anesdra study
(albeit with opposite signs), is not considered by theoretical frames such as CTPHiow.

The present study implies that Owet-soil advantageO and Odry-swigeare, at least
in some cases, neither complete nor mutually exclusive descriptag are incomplete in that
neither fully describes the response of afternoon precipitation tme@ture. And although they
seemingly describe opposite trends, both responses are presepigiceavideO sense in the
response obtained here. In Series 1 and Series 2, precipttatisrases with increasing soil
moisture as the initial soil moisture approaches the PWP, admgjia dry-soil advantage, and
then, as initial soil moisture approaches the field capacityprimpitation increases with
increasing soil moisture, which constés a wesoil advantage. In other words, dry soils exhibit
a dry-soil advantage, and wet soils exhibit a wet-soil advantage.

Our results for Series 1 and Series 2 also highlight the importditice PWP for
precipitation over vegetated surfaces. Several previous studjesBarthlott & Kalthoff, 2011;

Hohenegger et al., 2009) have altered soil moisture in spatiallsogeteous conditions by
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applying a spatially homogeneous soil moisture offset, thereby changirag#tiens in which
the PWP is exceeded. Such an approach can obscure the effeetsindérlying physical
processes by altering the geographical locations in which soil-molisteeees develop.
Therefore, we recommend that future modeling studies aiming talatadhe processes
governing the soil moisture-precipitation relationship consider thesagistof the PWP
threshold when perturbing initial soil moisture conditions.

The non-vegetated Series 3 and Series 4, on the other hand, do nohegpére
intermediate-soil moisture disadvantage that constitutes thefozais of this study. Instead,
there is a wet-soil advantage. The precipitation trends with ckamgeil moisture do not
exhibit strong PWP dependence either; instead, there is a grahstidn in simulation
properties with changes in soil moisture. These results aiteugdtile to the non-dependence of
direct surface evaporation of moisture on the PWP. Other modgetfifterent formulations of
direct surface evaporation. For instance, the scheme of Chen and (@fHiaeliminates
surface evaporation below the PWP and therefore might be expegiedit@e results that vary
from those obtained here.

It is worth noting that when only the extreme cases (S25 ando9gyies 1 and Series
2 are considered, the CTPwdlframework of Findell and Eltahir (2003a) does perform as
intended. The CTIPH 0w framework predicts that our initial sounding will give rise tawsbil
advantage situation, and indeed, the driest simulations exhibéreamBet and somewhat grerat
accumulation of rainfall than do the wettest simulations. HowenerCTPHIow framework
does not predict the wet-soil advantage obtained in the bare-soil simsilgSeries 3 and Series
4). Further investigation is required in order to determine the mestha behind this wet-soll

advantage. Nevertheless, the existence of opposite soil moistaineipten relationships over
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vegetated surfaces compared with bare soils suggests that differgminisms may be active
during different parts of the growing season as crops grow.

Our results suggest several potential avenues for future res8amilar experiments to
those performed here should be conducted in which different initial pb@os conditions
(temperature, humidity, and wind) are used. Indeed, severalstudikiding Findell and Eltahir
(2003b) and Cioni and Hohenegger (2017), suggest that initial wind conditiorergesiclale
forcing can play an important role in modulating soil moisture-pitation feedbacks. This
possibility is not explored in the present study, which examinesrsaemath initially calm
winds only in order to prevent large-scale winds from acting asfending factor.
Furthermore, we have in effect sampled only one point in Blig2-space, and it is likely that
other initial thermodynamic and moisture conditions, particularlyethath different CTPH I iow
classifications, would produce different responses. It would alsodbel ts perturb the land
surface and vegetation properties and test different land-surfereqiarization schemes.
Finally, we have only considered short-duration simulations with eaBgrspatially
homogeneous initial conditions. Although such simulations are essenigliéaiating
processes, there may exist other mechanisms in nature thrgieeonéy in the presence of
heterogeneity or over the course of several days. All of these aviendiesire research have
the potential to further our understanding of the conditions under whictteamediate-soil

moisture disadvantage may be likely to occur.
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3.5 Figures

Overall Results: all 4 series
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Figure 31. Domainmean accumulated rainfall, as a function of initial soil nuoéstat the end of
each of the 40 simulations. Error bars indicate 95% confidenceatgdor the mean calculated
using the approach described in Section 3.2.
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Figure 3.2. Accumulated precipitation as a function of timeéHerSeries 1 (wooded grassland,
silty clay loam) and Series 3 (bare soil, silty clay lodaach curve corresponds to a single
simulation whose initial soil moisture (fraction of saturatisnndicated by the legend.
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(@) Sltomatal conductance fraction as a function of so il moisture
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Figure 33. Evapotranspiration in the LEAF-3 soil-vegetation-atmosphere trasdieme. Panel
(a) shows the extent to which soil moisture limits transpirati@na multiplicative factor that
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(a) stomatal resistance (s m '1) (b) latent heat Bux (W m '2) (c) sensible heat Bux (W m '2)
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Figure 3.4. Time series of various quantitiesSeries l(wooded grassland, silty clay loam).
Each curve represents a different simulation, with the legendaiimdicthe initial soil moisture
fraction. Quantities include (a) domain-mean stomatal resesignote log scale); (b) domain-
mean latent heat flux; (c) domain-mean sensible heat flux; (dhidemean saturation deficit at
the lowest above-ground model levet, 20 m; (e) domain-mean water vapor mixing ratio-at
20 m; (f) domain-mean temperaturezat 20 m; (g) domain-mean relative humidityzat 20 m;
(h) level of free convection for the domain-mean sounding; and (i) demeam precipitation
water path.
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Figure 35. Domainmean kinetic energy of vertical motiondj( ¥), computed by taking the
horizontal average éJ:rfj is plotted in the color shading as a function of time and altitudeire

out of the ten simulations fBeries J(wooded grassland, silty clay loam). The surface parcel-
based level of free convection, based on the domain-mean sounding atigathime is

plotted in white. The 40% soil moisture simulation is omitted hackin the next two figures
due to graphical constraints. Note that the first two panels dskeegent color scale than do the
remaining seven.
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Figure 3.6. Cloud fraction, calculated as the fraction of painésgiven height with a total cloud
water and cloud ice mixing ratio of at leagtkHj ¥, as a function of time and altitude for nine
out of the ten simulations fBeries I(wooded grassland, silty clay loam).
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Figure 3.7. Horizontal-mean precipitation mixing rajidj (), calculated based on the summed
mixing ratios of all non-cloud hydrometeor types, as a function ofdimdealtitude for nine out
of the ten simulations iSeries I(wooded grassland, silty clay loam).
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Figure 38. As inFigure3.4, except foiSeries Awooded grassland, clay loam).
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CHAPTER 4: CONCLUDING REMARKS

4.1 Main Conclusions

The goals of this dissertation were (1) to understand how convectd/p@ol properties
change as a function of soil moisture, and (2) to explore the mectsbéehind the
Ointermediate-soil moisture disadvantageO with respect to aftpreoipitation that was
discovered during the cold pool investigation.

In order to achieve the first goal, five high-resolutisr D s> D /FGIBtId? D
ulBHVVAdv)Id,HFGIB ) simulations of continental convection were performed, each with a
different initial spatially homogeneous soil moisture content. Tivese named the
DRENCHED-SOIL (initialized at 95% of saturation), WET-SOIL (75%)IDASOIL (50%),
PWRSOIL (45%), and DRY-SOIL (25%) simulations. Improvements weaderto the Drager
and van den Heever (2017) cold pool identification and tracking algoritiartha revised
algorithm was applied to the simulation outputs. From there, coldspaidtics were calculated,
and cold pool composites were created. The main findings werdassol

¥ The statistics and composites for the DRENCHEDH., WET-SOIL, and MIDSOIL
simulations closely resembled one another, as did those for theS®NPand DRY-

SOIL simulations. The Odividing lineO between these two groupsutdtiims was the

permanent wilting point (PWP), which is a soil moisture thresheldw which plantsO

roots are unable to extract water from the soil. The PWipreasously been
hypothesized to be important for the formation of atmospheric cireagabver land

(Hohenegger & Stevens, 2018); however, this is the first timesibban shown to be

relevant to cold pools.
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¥ The cold pools in the dry-soil group of simulations (PWP-SOIL an¥{3®IL) were
wider, deeper, shorter-lived, and stronger than those in the wersop of simulations

(DRENCHED-SOIL, WET-SOIL, and MIDSOIL).

¥ The rings of enhanced humidity surrounding cold pools that have been hypothesized i
previous studies (see Chapter 1) were only present in the wgtr@ajl of simulations.

Furthermore, these rings were located outside the boundaries ofdhmootd, rather

than inside the cold pool boundaries as some previous studies have suggested.

¥ In the dry-soil group of simulations, OpuddlesO of enhanced humidityreszatp
throughout the cold pool interiors. This result is consistent withdy 9y Redl et al.

(2015), which identified cold pools from surface observations in sehmarthern Africa

using a characteristic increase in dew-point temperature.

Overall, these results imply different potential roles for gmidls in wetter-soil versus drier-soll
environments. We hypothesized that in wet-soil situationghégrenodynamic forcing
mechanism of cold pool-induced convective initiation (see Chapter 1) desyiméhereas in
dry-soil situations, thenechanical forcingnechanism dominates.

The second goal of the dissertation, which was to understand the ©diatersoil
moisture disadvantageO obtained in Chapter 2, was addressed by runninigeof en
simulations. Each simulation used a setup similar to that of GHgpé&cept with somewhat
coarser resolutiorsk D s> D FGIBt 4 ?WaBdHaVHwdh&hd a somewhat smaller domain in
order to reduce computational expense per simulation. Each suigediféerent type of land
surface (silty clay loam vs. clay loam, wooded grassland vs. no tieggtand each simulation
within a given suite was initialized with a different soil ntois content (25%, 40%, 45%, 50%,

55%, 60%, 65%, 70%, 75%, and 95% of saturation). When the wooded mplagstgetation type
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and silty clay loam soil texture from Chapter 2 were useds#tigp was able to reproduce the
Ointermediate-soil moisture disadvantageO that was identiffedhiigher-resolution
simulations that were performed to address the first goalr&@ealiagnostic analyses were
performed on the model outputs, resulting in the following conclusions:
¥ The intermediate-soil moisture disadvantage occurred for soilslgligbtister than the
PWP in the presence of vegetation. This result held for both shités tested, despite
the fact that these soil texturesO PWP values differed by ~5%.
¥ When vegetation was present, latent heat fluxes were largelyplbedtoy the PWP,
which governed transpiration through the modelOs stomatal resistanakafion.
¥ For soils drier than the PWP, latent heat fluxes were suppresse sensible heat fluxes
were enhanced. This resulted in a dry, warm, deep boundary layestroitly vertical
motions that were able to reach beyond the level of free convect#®@),(thereby
producing abundant clouds and precipitation. However, most of the precipitat
evaporated before reaching the ground by virtue of the dryness of the boayéary |
¥ For soils wetter than the PWP, latent heat fluxes were eatiamx increased with
increasing soil moisture. Sensible heat fluxes were suppresseeasiag with
increasing soil moisture. As a result, the boundary layer relatingdity increased with
increasing soil moisture. This had two implications: (1) the &S lowest in the
wettestsoil simulations, which allowed clouds to form more easily; ahdh@boundary
layer saturation deficit was smallest in the wettest-soiigtions, which reduced the
amount of precipitation that evaporated as it fell through the subldgead As a result,
more surface precipitation occurred in the wettest-soil simoakthan in the

moderately-wet soil simulations that were only slightly moistan the PWP.
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¥ In the absence of vegetation, the PWP was unimportant becauss itaiguay a role in

direct surface evaporation, although this result may be particskambitive to the choice

of parameterization. Overall, in the two bare-soil simulatitimsre was a wet-soll

advantage.
These results suggested that vegetation plays an important role ifatimgdsoil moisture-
precipitation interactions. Another important implication was thgtsdil advantage and wet-
soil advantage regimes are not mutually exclusive: they can bothdempire a OpieaéseO
sense, such that dry soils exhibit a dry-soil advantage, wetesbilsit a wet-soil advantage
trend, and intermediate-soil moisture simulations experiendevlest amount and latest onset
of precipitation.
4.2 Future Work

The results from the two studies presented in this dissertstiggest multiple avenues
for future research. One challenge in addressing the first gtiee dissertation was to track cold
pools from their first appearance through to their dissipatiormdritne since the work for
Chapter 2 was completed, two promising cold pool tracking algorithmstemredeveloped
(Fournier & Haerter, 2019; Henneberg et al., 2020). It would beestieg to apply these
algorithms to the simulations performed in Chapter 2 and to sabervtike results differ.
Furthermore, in light of the results of Chapter 3, it is unlikeat the same grouping of the
Chapter 2 simulations into three wet-soil simulations and two dhgisailations would emerge
in the absence of vegetation.

The results of Chapter 3 imply that future studies, especia+study simulations,
should take the PWP into account in their experimental design. ltveeuhteresting to conduct

simulations such as those conducted by Barthlott and Kalthoff (2011) withrmrsbil moisture
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values relative to the PWP, rather than with uniform offsets fihe observed soil moisture.
Such an approach is recommended because localized variations above antdde can
create local circulations that could complicate attemptstatesthe physical mechanisms
governing the precipitation response to soil moisture. FurthermdoethrChapter 2 and
Chapter 3, only one sounding, from the Philippine archipelago, is usedabzaisimulations.
In order to assess the potential prevalence of the Ointermedia@isture disadvantage,O as
well as the applicability of the cold pool results to other sibuatiit is necessary to run
additional simulations with soundings from other times of year and gé&ographical locations.

Finally, it should be emphasized that all conclusions obtained fromtivestudies are
based on simulations, not observations. Field campaigns and other tgbssmftions (e.g.,
radar, satellite) are essential for assessing the validttyeaoil moisture-cold pool and soil
moisture-precipitation relationships obtained here.

Nevertheless, much has been learned from these high-resolution spraeesed model
simulations regarding the mechanisms behind the interactions betweisture, cold pols,
and afternoon convective precipitation. It is hoped that in the fuhisenéw knowledge can be
applied to parameterizations used in large-scale, coarse-resohdadels in order to improve

predictions and projections of weather and climate for the good @ftgoci
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APPENDIX: SUPPORTING INFORMATION FOR CHAPTER 2

A.1 Cold Pool Identification and Tracking: Updates to Drager aml van den Heever (2017)

The algorithm contains three steps: (1) identification of cold padsich output time,

(2) preliminary tracking across output times to prevent double-countidg3a final tracking
across output times.

As part of the data post-processing, RAMS model outputs are coamsehedorizontal
to a 250 m 250 m grid prior to analysis by replacing the values in edcB &quare with their
arithmetic mean. This step helps to expedite the subsequent anahikepreserving all
features that are resolved by the model grid.

Step 1: Rain Shafts and Cold Pool Boundaries

Convective cold pools only form in the presence of precipitationgedloft or at the
surface). Therefore, Step 1 begins with the identification af poblsO parent rain shafts. One
modification of the Drager and van den Heever (2017) algorithm isiéhaurface rainfall rate
threshold is replaced with local rain water path maxima in dodpermit the detection of cold
pools spawned by virga. Thze- 0 m toz ~ 3000 m rain water path is calculated, and rain water
path values less than 0.1 mm are set to zero. Then, regions pémorain water path containing
3 or fewer contiguous grid cells (where grid cells sharing edgesroers are considered
contiguous) are also set to zero. The resulting two-dimensiofthtatains contiguous regions
of non-zero values at least 4 grid cells in area. This feelden smoothed using a circular
moving average (OpillboxO) filter with a two-grid cell (500 nthercoarsened 250 m grid)
radius. Locations of local maxima in the resulting smoothed,ddt&WP field, each of which

represents a single rain shaft, are taken to be potential colbopmaltion locations.



: : : . . L X9
Ten simulation minutes following the identification of RWP maxl)fxma[— is calculated

for each RWP maximum, wheYe is the horizontally smoothed density potential temperature
field atz~ 20 m k= 2) ands is a cylindrical polar radial coordinate centered on the RWR loca

maximum. Thé/. field is obtained by convolving the original, full-resolutigixE #y = 125 m,
prior to coarsening)- field with a pillbox filter with a four-grid cell (500 m) d&us and then

coarsening the result to#x = #y = 250 m grid according to the procedure given in Section 2.1
This smoothing step represents another update to the Drager and vagegien (2017)

algorithm and was added in order to minimize the influence of stalé horizontal

fluctuations, which are better-resolved here than istttre #y = 1000 m simulation analyzed in
Drager and van den Heever (2017), on the spatial derivatives.

The MATLAB contouring algorithm (Mathworks, 2012) is used to obtain clesatburs
(i.e., polygons) along whic-xl% - 1ldHB W [see Figure 8 of Drager and van den Heever (3017)

within a 60 km! 60 km subdomain centeredsD 1 km. These are taken to be candidate cold
pool boundaries. A cold pool is identified if there exists at leastcontour that satisfies the
following criteria:

1A.The contour must be closed.

1B.The contour must contain at least 4 points.

1C.IThe contour must enclose the pdrid 1 km.

1D.The mean value é}i—[ calculated along the contour path must be positive (corresponding

to a transition from loweé¥. to highery. in the radially outward direction).
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1EThe contour must enclose an area with an equivalent diameterétadcad-z a?i

between 1 km and 8 km.
1FIThe location of the centroid of the contour must be less than 1 equideéeneter away
from the poinc D 1 km.
1GThe solidity of the contour (defined as the ratio of its arebda@tea of its convex hull)
must be at least 0.8, following Drager and van den Heever (2017).
If more than one contour satisfies these criteria (very rdme), the contour with the least (most
negative) contour-path-averagedadvection is selected as the cold pool boundary. At this
point, if a contour is selected, then future calculations wi# the centroid of this contour to be
the cold pool center.
Step 2: Preliminary Tracking to Avoid Double-Counting
Step 1 results in a collection of cold pool boundaries at each oumgutit a cold poolOs
parent rain shaft persists across two or more output timestheold pool may appear in the
data set more than once. Therefore, in Step 2, preliminakinigais used to eliminate cold
pools appearing for the second time or beyond (thereby preventing double-coastiwg)l, as
to establish a reference time for each cold pbloé specific method for the Step 2 preliminary
tracking is as follows:
2A.For a given contoyr at output time numbe# find all of the cold pool boundary
contours at output tim&+ 1 (five minutes later) whose centroids are enclosgdand
are a distance less than half @is equivalent diameter frp@sentroid.

2B.For the remaining candidate contopgsdefine the overlap regidn~ } 5 Select the

o= &, 2822 & yoverlap productO) is maximized.

contour for which the produ\':tfma_8 aAda B
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2CFor the contou} selected in 2B, assess whathe—-2 and®2% =8 5re each at least

aAda- 8 aAda: 8

0.25. If (and only if) this is the case, then consider corjtdorbe an extension of

contour| at output time$+ 1, remove contoyr from consideration as a potential new

cold pool (and from consideration as an extension of any other cold pmdpat time

numberd, and follow the same procedure (starting with 2A) to compam&ar} to

cold pool boundary contours at output tifie 2. Otherwise, stop attempting to track

contour| , and move on to the next contour at output time nuriber
The time of each cold poolOs initial detection is definéd @&sminutes. For example, if a cold
pool is detected at 14:15 LT, 14:20 LT, and 14:25 LT, tve® minutes for that cold pool is
defined to be 14:15 LT.
Step 3: Final Tracking

The preliminary tracking in Step 2 is useful for preventing double-aoginbiut it is
fundamentally limited in that it only considers boundaries appearingxarmam of 10
simulation minutes after the parent rain shaft dissipates. Theraferhave added an additional
processing step, Step 3, in which cold pools are tracked anewygstestn thet = 0 minutes
boundaries. Each remaining cold pool in the data set is tracked bdckmeaforward in time
(where possible, as far backward asl 30 minutes and as far forwardtas 60 minutes)
starting fromt = 0 minutes, so as to obtain a series of one or more contowadoicold pool.
This tracking step assumes that cold pools are stationary. Towifadl tracking procedure is
used:

3A First, attempt to recalculate the cold pool boundaty=ed minutes. Recall that the
.. x 9%, .
original cold pool boundary contours are based upon the zero contexbﬁ, afhere5is

defined relative to the location of the local maximum in raitewpath (i.e., the rain
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shaft). In this stefd is redefined to be centered at the location of the centroleeof t

original cold pool boundary, aﬁ(xd% is recalculated on a new 60 Kn60 km subdomain

centered at the same location. Zero contours are located ussanikeMATLAB
contouring algorithm as before, and the best contour is identified tiidrggme tests as
in 1AP1G, with the following exceptions:

al Test 1E (the area restriction) is not applied.

b.! Test 1F is modified to use a threshold distance of half thea@gqui diameter.
If multiple contours satisfy these criteria, then the one withhigleest overlap product
(see Step 2B) with the original contour is selected. Two additicriteria are applied to
the contour with the highest overlap product: each ratio within theapvprbduct must
be at least 0.9, and the solidity must Oimprove,O i.e., the comswlidify must be greater
than or equal to that of the original cold pool boundary. If this corsatisfies all
criteria, then it replaces the original cold pool boundary for thaireer of the analysis.

Otherwise, the original cold pool boundary is retained.

q
3B.Calculate thexx(ié field at every output time ranging frons ! 30 minutes td = 60

minutes on the same subdomain and using the same radial coordimaBtegs 3A.
Implicit in this step is the assumption that the center of okek mool does not move over
time.

3C.ITrack cold pools backward in time, starting from0 minutes, using essentially the

same procedure as was used in Step 3A to attempt to recatbelatdd pool boundary

. : . ay,
att = 0 minutes. In the first backward-tracking step, the zero contrbé)fgg— att=1!5

minutes are compared to the cold pool boundary& minutes. If a boundary is



. . . . . ay,
identified att =! 5 minutes, then this boundary is compared to the zero contd(gﬁof

att =! 10 minutes, and so on. If no zero contour is selected as the coldquoaary,
then tracking ceases. Two modifications are made to the procedsiep 3A when
tracking across different output times. Firstly, the requirentetsolidity OimproveO is
not applied. Secondly, in order to account for expanding cold pools, thereieaed by
the cold pool boundary at each earlier time need only occupy at leastabés than
90%, of the area at the later time. The cold pool at thetlate does still need to occupy
at least 90% of the cold pool at the earlier time.
3D.Track cold pools forward in timatating fromt = 0 minutes, using the same procedure
as in Step 3C except directed toward higher valués of
A.2 Algorithm Performance
Snapshots of cold pool boundaries identified at 13:00 LT, 14:00 LT, and 15:00thd
WET-SOIL and DRY-SOIL simulations are provided in Figure A.1. Maolg pools are
correctly identified, but false negatives and false positivesdasih Most, but not all, of the
false negatives are mature cold pools that were identifie@reartheir lifecycles (not shown)
but for which our methods can no longer discern a boundary contour meesatgetion

criteria. The false positives, evident primarily ile tBRY-SOIL snapshot, arise when some zero-

ay, . . . .
contour otXXT; that circumscribes multiple cold pools happens to meet the Sriteria

outlined in Section A.1. We performed an analysis in which we nigridantified and excluded
these Ofalse cold pools,O which were found to represent appriyxat&0% of the identified
cold pools. Their removal did not substantially affect the trendsnegpect to soil moisture

presented in the main text.
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Figures A.2a, A.2b, and A.2c show time series of the numberro$haifts (local maxima
in the 0 B 3 km rain water path), number of cold pools (OSteSEGtion A.1), and number of
new (unique) cold pools following preliminary tracking (OStep 20 iroBektl), respectively,
at each output time. For plotting purposes, the number of rain ghaftéted 10 minutes (2
output times) forward in time. This is in accordance with #ut that cold pools are detected 10
minutes following the identification of their parent rain shaftee DRY-SOIL simulation
consistently exhibits the most rain shafts (Figure A.2a) and thermaascold pools (Figure
A.2c). However, during the afternoon hours, the DRY-SOIL simulata®s not have the
greatest number of non-unique cold pools (Figure A.2b). Considered togetbemdbelts
imply that in the DRY-SOIL simulation (compared to the otherdlsienulations), a smaller
fraction of rain shafts spawn cold pools that are detectable bgentification algorithm, and
that these cold pools are detected for fewer consecutive output(tioeeto shorter-lived rain

shafts and/or shorter-lived cold pools).



A.3 Figures
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Figure A.1. Algorithm-derived cold pool boundaries at 13:00 LT (top r@0 LT (middle
row), and 15:00 LT (bottom row) within 80 k80 km subsets of the domain for the WET-
SOIL (left column) and DRY-SOIL (right column) simulations. Ihpanels, the colors indicate
I. (density potential temperature) at the lowest above-ground modeldev2( m (note
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different color scales for WT-SOIL versus DRY-SOIL), and the black contours indicate
algorithm-derived cold pool boundaries.
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FigureA.2. Timeseries of (a) the number of rain shafts identified 10 mirhgésre a given
output time, (b) number of cold pools identified at a given output tinte(@ number of new
cold pools, i.e., cold pools that cannot be traced back to an etémted cold pool, at each
output time.
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